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MACHINE LEARNING ARCHITECTURE TO GENERATE PROTEIN
SEQUENCES

BACKGROUND
[0001] Proteins are biological molecules that are comprised of one or more chains of amino
acids. Proteins can have various functions within an organism. For example, some proteins can
be involved in causing a reaction to take place within an organism. In other examples, proteins
can transport molecules throughout the organism. In still other examples, proteins can be
involved in the replication of genes. Additionally, some proteins can have therapeutic
properties and be used to treat various biological conditions. The structure and function of
proteins are based on the arrangement of amino acids that comprise the proteins. The
arrangement of amino acids for proteins can be represented by a sequence of letters with each
letter corresponding to an amino acid at a respective position. The arrangement of amino acids
for proteins can also be represented by three dimensional structures that not only indicate the
amino acids at various locations of the protein, but also indicate three dimensional features of

the proteins, such as an a-helix or a -sheet.

BRIEF DESCRIPTION OF THE DRAWINGS

[0002] The present disclosure is illustrated by way of example and not limitation in the figures
of the accompanying drawings, in which like references indicate similar elements.

[0003] Figure 1 is a diagram illustrating an example framework to generate a humanized amino
acid sequence of a protein or a protein segment based on an amino acid sequence of a protein
or protein segment produced by a non-human animal, in accordance with one or more
implementations.

[0004] Figure 2 is a diagram illustrating an example framework to generate humanized
antibody sequences from non-human antibody sequences, in accordance with one or more
implementations.

[0005] Figure 3 is a diagram illustrating an example framework to perform transfer learning
with respect to a generative adversarial network architecture to produce amino acid sequences
of proteins having one or more specified characteristics, in accordance with one or more

implementations.
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[0006] Figure 4 is a diagram illustrating an example framework to divide amino acid sequences
of single-domain antibodies into a number of fragments and re-assemble the fragments to
produce new amino acid sequences, in accordance with one or more implementations.

[0007] Figure 5 is a diagram of a framework to analyze reconstructed protein sequences for
consistency with protein sequences generated by a trained generative machine learning
architecture, in accordance with one or more implementations.

[0008] Figure 6 is a flow diagram illustrating an example process to assemble amino acid
sequences using fragments of additional amino acid sequences previously generated using a
generative adversarial network, in accordance with one or more some implementations.
[0009] Figure 7 is a flow diagram illustrating an example process to generate reconstructed
amino acid sequences using fragments of humanized antibody sequences produced using a
generative machine learning architecture, in accordance with one or more implementations.
[0010] Figure 8 illustrates a diagrammatic representation of a machine in the form of a
computer system within which a set of instructions may be executed for causing the machine
to perform any one or more of the methodologies discussed herein, according to an example
implementation.

[0011] Figure 9 illustrates an HcAb binding assessment for a number of physical antibodies
having sequences generated by computational techniques corresponding to one or more
example implementations.

[0012] Figure 10 illustrates luciferase activity in cells measured 24 hour post viral infection

for two antibody sequences generated according to example implementations.

DETAILED DESCRIPTION

[0013] Proteins can have many beneficial uses within organisms. In particular situations,
proteins can be used to treat diseases and other biological conditions that can detrimentally
impact the health of humans and other mammals. In various scenarios, proteins can participate
in reactions that are beneficial to subjects and that can counteract one or more biological
conditions being experienced by the subjects. In some examples, proteins can also bind to target
molecules within an organism that may be detrimental to the health of a subject. For these
reasons, many individuals and organizations have sought to develop proteins that may have
therapeutic benefits.

[0014] The development of proteins can be a time consuming and resource intensive process.

Often, candidate proteins for development can be identified as potentially having various
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biophysical properties, structural features (e.g., negatively charged patches, hydrophobic
patches), three-dimensional (3D) structures, and/or behavior within an organism. In order to
determine whether the candidate proteins actually have the characteristics of interest, the
proteins can be synthesized and then tested to determine whether the actual characteristics of
the synthesized proteins correspond to the desired characteristics. Due to the amount of
resources needed o synthesize and test proteins [or specified biophysical properties, structural
features, 3D structures, and/or behaviors, the number of candidate proteins synthesized for
therapeutic purposes is limited. In some situations, the number of proteins synthesized for
therapeutic purposes can be limited by the loss of resources that takes place when candidate
proteins are synthesized and do not have the desired characteristics.

[0015] In one or more scenarios, non-human animals, such as camels, llamas, dromedaries,
and alpacas, can produce heavy chain only antibodies. The antigen binding portion of these
heavy chain only antibodies can be referred to as VHH antibodies, in at least some instances.
In various examples, VHH antibodies can be used as therapeutics or for diagnostic applications.
VHH antibodies can also be used to bind relatively small environmental chemicals, such as
chemicals having molecular weights less than 1500 daltons (Da). VHH antibodies can have
some advantages over polyclonal antibodies and monoclonal antibodies. For example, VHH
antibodies can have increased stability when exposed to heat and some solvents and can be
more soluble in water than polyclonal antibodies or monoclonal antibodies. VHH antibodies
are part of a class of antibodies that can be referred to as single-domain antibodies, in some
instances, or nanobodies, in other instances. Single-domain antibodies can also include heavy
chain only antibodies of cartilaginous aquatic animals, such as sharks. Additionally, single-
domain antibodies can be derived by separating variable regions of heavy chains or light chains
of mammalian antibodies.

[0016] The techniques, methods, and systems described herein can include using generative
machine learning architectures to produce amino acid sequences of proteins. In one or more
examples, the amino acid sequences can correspond to protein segments. The amino acid
sequences can correspond to non-human proteins and/or non-human protein segments. The
amino acid sequences can be divided into fragments and then re-assembled to produce a set of
new amino acid sequences. The new amino acid sequences can be analyzed to determine a
measure of similarity with respect to amino acid sequences generated by the generative

machine learning architecture.
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[0017] In various examples, the amino acid sequences produced by the generative machine
learning architectures can undergo a humanization process. For example, amino acid sequences
produced by the generative machine learning architectures based on non-human proteins can
be analyzed with respect to human germline amino acid sequences to determine a human
germline amino acid sequence that most closely corresponds to one or more of the amino acid
sequences produced by the generative machine learning architectures. A number of amino acids
of the amino acid sequences produced by the generative machine learning architectures can
then be modified based on the corresponding human germline amino acid sequence to generate
humanized amino acid sequences. The humanized amino acid sequences can then be divided
into segments and re-assembled to generate new amino acid sequences.

[0018] In at least some examples, the generative machine learning architectures can include
generative adversarial networks that are trained using non-human antibody amino acid
sequences. In one or more illustrative examples, the non-human antibody amino acid sequences
can include amino acid sequences of single-domain antibodies. The generative adversarial
networks can produce amino acid sequences that correspond to the non-human antibodies and
that are then humanized based on human germline antibody amino acid sequences. The
humanized antibody amino acid sequences can then be divided into fragments according to a
framework that produces fragments that are overlapping in the framework regions of the
humanized antibody amino acid sequences. The fragments can then be recombined to produce
a large number of reconstructed humanized antibody amino acid sequences that correspond to
the amino acid sequences of the non-human antibodies used to train the generative adversarial
network. In various examples, the number of unpaired cysteines of the humanized antibody
amino acid sequences can be minimized based on the process used to train the generative
adversarial networks and/or based on the process used to humanize the non-human antibody
amino acid sequences. Further, the diversity of amino acid sequences can be increased while
decreasing the cost of generating a humanized antibody amino acid sequence library due to the
fragmentation and re-assembly processes implemented in the techniques, methods, processes,
systems, and architectures described herein.

[0019] In addition, the systems, techniques, architectures, and processes described herein can
include analyzing the reconstructed antibody amino acid sequences to determine a measure of
similarity to amino acid sequences produced by the generative adversarial network. In one or
more examples, encoded data can be generated based on a reconstructed antibody amino acid

sequence using an autoencoder. The encoded data can then be provided to the generative
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adversarial network to generate one or more additional antibody amino acid sequence. The
reconstructed antibody amino acid sequence can then be analyzed in relation to the one or more
additional antibody amino acid sequence. In situations where the measure of similarity is less
than a threshold amount, the reconstructed amino acid sequence can be excluded from a library
of antibody amino acid sequences.

[0020] By using amino acid sequences of non-human antibodies, additional amino acid
sequences can be produced that have characteristics of the non-human antibodies, but that may
also be used within a human subject. That is, the non-human antibodies may have
characteristics that are not found in human antibodies, but by modifying the amino acid
sequences of the non-humanized antibodies, the advantageous characteristics of the non-human
antibodies can be retained while retaining their functionality within a human subject. In one or
more examples, non-human antibodies can bind to one or more antigens and have increased
stability in relation to human antibodies that also bind to the one or more antigens. In these
situations, the amino acid sequences of the non-human antibodies can be modified to
correspond to human antibodies, while retaining the increased stability of the non-human
antibodies. The modified amino acid sequences can then be used to synthesize therapeutics that
can be used to bind the one or more antigens in human subjects.

[0021] As used herein, structural features of proteins can refer to features of one or more amino
acids or features of one or more groups of amino acids included in a protein molecule.
Examples of structural features can include at least one of hydrophobic regions that include
one or more amino acids, negatively charged regions that include one or more amino acids,
positively charged regions that include one or more amino acids, basic regions that include one
or more amino acids, acidic regions that include one or more amino acids, regions that include
one or more aromatic amino acids, neutral regions that include one or more amino acids, a
measure of diversity of neighboring residues, a measure of residues interacting in ionic bonds,
or regions of amino acids participating in at least one of an a-helix, a f3-turn, a f3-sheet, or an
Q-loop. In addition, as used herein biophysical properties of proteins can refer to characteristics
that can be measured with respect to a protein molecule. Examples of biophysical properties of
proteins can include at least one of melting temperature, unfolding temperature, measures of
aggregation, measures of stability, measures of molecular weight, measures of interactions
between regions as determine by self-interaction nanoparticle spectroscopy (SINS), measures

of viscosity, or measures of solubility.
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[0022] Figure 1 is a diagram illustrating an example framework 100 to generate a humanized
amino acid sequence of a protein or a protein fragment based on an amino acid sequence of a
protein or protein fragment produced by a non-human animal, in accordance with one or more
implementations. The framework 100 can include a generative machine learning architecture
102. The generative machine learning architecture 102 can implement one or more machine
learning computational models Lo generate amino acid sequences. The amino acid sequences
produced by the generative machine learning architecture 102 can correspond to proteins. In
one or more examples, the sequences produced by the generative machine learning architecture
102 can include amino acid sequences of antibodies. In various implementations, the one or
more machine learning computational models implemented by the generative machine learning
architecture 102 can include one or more functions and one or more weights.

[0023] In one or more implementations, the generative machine learning architecture 102 can
implement one or more artificial neural network technologies. For example, the generative
machine learning architecture 102 can implement one or more recurrent neural networks.
Additionally, the generative machine learning architecture 102 can implement one or more
convolutional neural networks. Further, the machine learning architecture 102 can implement
a combination of recurrent neural networks and convolutional neural networks. In one or more
examples, the generative machine learning architecture 102 can include one or more generative
adversarial networks (GANS). In these situations, the generative machine learning architecture
102 can include a generating component that produces amino acid sequences and a challenging
component that evaluates the amino acid sequences produced by the generating component
with respect to a training dataset. In further examples, the generative machine learning
architecture 102 can include one or more autoencoders. In these implementations, the
generative machine learning architecture 102 can include at least one of an encoder or a
decoder. In one or more illustrative examples, the generative machine learning architecture 102
can include a variational autoencoder.

[0024] Protein sequence data 104 can include a number of amino acid sequences that can be
used in the training of the generative machine learning architecture 102. The protein sequence
data 104 can include amino acid sequences obtained from one or more data sources that store
protein amino acid sequences. The protein sequence data 104 can include amino acid sequences
of one or more proteins. In various examples, the protein sequence data 104 can include amino
acid sequences of portions of one or more proteins. In one or more illustrative examples, the

first protein sequence data 104 can include amino acid sequences of fibronectin type I1I (FNIII)
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proteins, avimers, antibodies, VHH domains, kinases, zinc fingers, combinations thereof, and
the like. In one or more additional examples, the protein sequence data 104 can include amino
acid sequences of portions of antibodies, such as at least a portion of one or more
complementarity determining regions (CDRs) of antibodies, at least a portion of one or more
light chains of antibodies, at least a portion of one or more heavy chains of antibodies, at least
a portion of one or more variable regions of antibodies, at least a portion of one or more
constant regions of antibodies, at least a portion of one or more hinge regions of antibodies, at
least a portion of one or more antigen binding regions of antibodies, at least a portion of one or
more framework regions of antibodies, one or more combinations thereof, and so forth.
[0025] In one or more implementations, the amino acid sequences included in the protein
sequence data 104 used to train the generative machine learning architecture 102 can impact
the amino acid sequences produced by the generative machine learning architecture 102. For
example, the characteristics, biophysical properties, manufacturing characteristics (e.g., titer,
yield, etc.) and so forth, of the protein sequence data 104 can impact characteristics, biophysical
properties, and/or manufacturing characteristics of the amino acid sequences produced by the
generative machine learning architecture 102. To illustrate, in situations where antibodies are
included in the protein sequence data 104 provided to the generative machine learning
architecture 102, the amino acid sequences produced by the generative machine learning
architecture 102 can correspond to antibody amino acid sequences. In one or more examples,
in scenarios where T-cell receptors are included in the protein sequence data 104 provided to
the generative machine learning architecture 102, the amino acid sequences produced by the
generative machine learning architecture 102 can correspond to T-cell receptor amino acid
sequences. In one or more additional examples, in situations where kinases are included in the
protein sequence data 104, the amino acid sequences produced by the generative machine
learning architecture 102 can correspond to amino acid sequences of kinases. In various
implementations where amino acid sequences of a variety of different types of proteins are
included in the protein sequence data 104, the generative machine learning architecture 102
can generate amino acid sequences having characteristics of proteins generally and may not
correspond to a particular type of protein.

[0026] During the training process, the generative machine learning architecture 102 can
analyze amino acid sequences produced by the generative machine learning architecture 102
with respect to the training sequences included in the protein sequence data 104 to evaluate a

loss function of the generative machine learning architecture 102. In one or more examples,
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output of the loss function can be used to modify the sequences generated by the generative
machine learning architecture 102. For example, output related to the loss function can be used
to modify one or more components of the generative machine learning architecture 102, such
as an encoder, a decoder, and/or a generator of a generative adversarial network, to produce
amino acid sequences that correspond more closely to amino acid sequences included in the
protein sequence data 104. In one or more examples, components of the generative machine
learning architecture 102 may be modified to minimize the loss function.

[0027] After the generative machine learning architecture 102 has undergone a training
process, one or more trained machine learning computational models can be generated that can
produce amino acid sequences of proteins. The one or more trained machine learning
computational models can include one or more components of the generative machine learning
architecture 102 after a training process using the protein sequence data 104. In one or more
implementations, the one or more trained machine learning computational models can include
a generator of a generative adversarial network that has been trained using the protein sequence
data 104. Additionally, the one or more trained machine learning computational models can
include at least one of an encoder or a decoder of an autoencoder of the generative machine
learning architecture 102 that has been trained using the protein sequence data 104.

[0028] In one or more examples, the training process for the generative machine learning
architecture 102 can be complete after the function(s) implemented by one or more components
of the generative machine learning architecture 102 converge. The convergence of a function
can be based on the movement of values of model parameters toward particular values as
protein sequences are generated by one or more components of the generative machine learning
architecture 102 and feedback is obtained in relation to at least one loss function based on
differences between the amino acid sequences included in the protein sequence data 104 and
the amino acid sequences generated by the generative machine learning architecture 102.
[0029] In various implementations, the training of the generative machine learning architecture
102 can be complete when the protein sequences produced by the generative machine learning
architecture 102 have particular characteristics. To illustrate, the amino acid sequences
generated by the generative machine learning architecture 102 can be analyzed by one or more
software tools that can analyze amino acid sequences to determine at least one of biophysical
properties of the amino acid sequences, structural features of the amino acid sequences, or
adherence to amino acid sequences corresponding to one or more protein germlines. As used

herein, germline, can correspond to amino acid sequences of proteins that are conserved when
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cells of the proteins replicate. An amino acid sequence can be conserved from a parent cell to
a progeny cell when the amino acid sequence of the progeny cell has at least a threshold amount
of identity with respect to the corresponding amino acid sequence in the parent cell. In one or
more illustrative examples, a portion of an amino acid sequence of a human antibody that is
part of a kappa light chain that is conserved from a parent cell to a progeny cell can be a
germline portion of the antibody. In at least some examples, an amino acid sequence of a
germline protein can be determined based on genomic information that corresponds to the
germline cells, such as at least one of deoxyribonucleic acid (DNA) information or ribonucleic
acid (RNA) information.

[0030] In one or more implementations, the analysis of amino acid sequences can be used to
determine whether training of the generative machine learning architecture 102 is to cease or
to continue. For example, the software tool can determine that less than a threshold amount of
amino acid sequences produced by the generative machine learning architecture 102 have one
or more specified characteristics. In these scenarios, the training of the generative machine
learning architecture 102 may continue. Additionally, in situations where the software tool
determines that a threshold amount of amino acid sequences produced by the generative
machine learning architecture 102 do correspond to one or more specified characteristics, the
training of the generative machine learning architecture 102 can stop.

[0031] The protein sequences included in the protein sequence data 104 can be subject to data
preprocessing 106 before being provided to the generative machine learning architecture 302.
In one or more implementations, the protein sequence data 104 can be arranged according to a
classification system, also referred to as a classification schema, before being provided to the
generative machine learning architecture 102. The data preprocessing 106 can include pairing
amino acids included in the proteins of the protein sequence data 104 with numerical values
that can represent structure-based positions within the proteins. The numerical values can
include a sequence of numbers having a starting point and an ending point. In an illustrative
example, a T can be paired with the number 43 indicating that a Threonine molecule is located
at a structure-based position 43 of a specified protein domain type. In one or more illustrative
examples, structure-based numbering can be applied to any general protein type, such as
fibronectin type III (FNIII) proteins, avimers, antibodies, VHH domains, kinases, zinc fingers,
and the like.

[0032] In one or more implementations, the classification system implemented by the data

preprocessing 106 can designate a particular number of positions for certain regions of proteins.
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For example, the classification system can designate that portions of proteins have particular
functions and/or characteristics can have a specified number of positions. In various situations,
not all of the positions included in the classification system may be associated with an amino
acid because the number of amino acids in a specified region of a protein may vary between
proteins. To illustrate, the number of amino acids in a region of a protein can vary for different
types of proteins. In one or more examples, positions of the classilication system that are not
associated with a particular amino acid can indicate various structural features of a protein,
such as a turn or a loop. In an illustrative example, a classification system for antibodies can
indicate that heavy chain regions, light chain regions, and hinge regions have a specified
number of positions assigned to them and the amino acids of the antibodies can be assigned to
the positions according to the classification system.

[0033] The output produced by the data preprocessing 106 can include structured sequences
108. The structured sequences 108 can include a matrix indicating amino acids associated with
various positions of a protein. In one or more examples, the structured sequences 108 can
include a matrix having columns corresponding to different amino acids and rows that
correspond to structure-based positions of proteins. For each element in the matrix, a O can be
used to indicate the absence of an amino acid at the corresponding position and a 1 can be used
to indicate the presence of an amino acid at the corresponding position. In situations where a
position represents a gap in an amino acid sequence, the row associated with the position can
comprise zeroes for each column. The sequence(s) analyzed and/or generated by the generative
machine learning architecture 102 can also be represented using a vector according to a same
or similar number scheme as used for the structured sequences 108. In at least some illustrative
examples, the structured sequences 108 and sequence(s) analyzed by and/or generated by the
generative machine learning architecture 102 can be encoded using a method that may be
referred to as a one-hot encoding method.

[0034] The training process for the generative machine learning architecture 102 can produce
a trained generative machine learning component 110. The trained generative machine learning
component 110 can include one or more machine learning computational models. In various
examples, the one or more machine learning computational models of the trained generative
machine learning component 110 can generate sequences of amino acids of proteins that
correspond to the amino acid sequences included in the protein sequence data 104. In one or
more examples, the trained generative machine learning component 110 can include a

generating component of a generative adversarial network. In one or more additional examples,
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the trained generative machine learning component 110 can include a trained generator of a
generative adversarial network. In one or more further examples, the trained generative
machine learning component 110 can include at least one of an encoder or a decoder of an
autoencoder of the generative machine learning architecture 102.

[0035] The framework 100 can also include a protein sequence assembly system 112. The
trained generative machine learning component 110 can be a part of the protein sequence
assembly system 112. For example, the protein sequence assembly system 112 can include a
protein sequence generating system 114 that includes the trained generative machine learning
component 110. The protein sequence generating system 114 can produce protein sequences
116. In one or more examples, the protein sequence generating system 114 can include a
generator of a trained generative adversarial network that produces the protein sequences 116.
The protein sequences 116 can include amino acid sequences of proteins or protein segments.
[0036] The protein sequence assembly system 112 can include a protein sequence
fragmentation system 118 that obtains the protein sequences 116. The protein sequence
fragmentation system 118 can divide individual amino acid sequence of the proteins sequences
116 into protein sequence fragments 120. The protein sequence fragments 120 can include
fragments of amino acid sequences included in the protein sequences 116. In one or more
examples, the protein sequence fragmentation system 118 can divide individual protein
sequences of the protein sequences 116 into a number of fragments according to one or more
fragmentation schemes 122. The one or more fragmentation schemes 122 can include a number
of rules for dividing individual amino acid sequences of the protein sequences 116 into multiple
fragments. For example, the one or more fragmentation schemes 122 can indicate one or more
positions at which the protein sequence fragmentation system 118 can divide individual amino
acid sequences included in the protein sequences 116. In one or more additional examples, the
one or more fragmentation schemes 122 can indicate one or more ranges of positions at which
the protein sequence fragmentation system 118 can divide individual amino acid sequences
included in the protein sequences 116. In one or more further examples, the one or more
fragmentation schemes 122 can indicate one or more regions of proteins in which the protein
sequence fragmentation system 118 can divide individual amino acid sequences included in
the protein sequences 116.

[0037] In one or more illustrative examples where the protein sequences 116 correspond to
amino acid sequences of antibodies, the one or more fragmentation schemes 122 can indicate

that the protein sequences 116 are to be divided into fragments in the framework regions of the
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antibodies. In one or more additional illustrative examples where the protein sequences 116
correspond to amino acid sequences of antibodies, the one or more fragmentation schemes 122
can indicate that positions of the amino acid sequences included in complementarity
determining regions (CDRs) of the antibodies are not to be used as points where the amino acid
sequences can be cleaved by the protein sequence fragmentation system 118 to generate one or
more protein sequence fragments 120. In one or more [urther examples, the one or more
fragmentation schemes 122 can indicate that amino acid sequences included in the protein
sequence fragments 120 that are generated from a same protein sequence 116 are to have an
amount of overlap. The amount of overlap can include at least one amino acid, at least two
amino acids, at least three amino acids, at least four amino acids, at least five amino acids, at
least six amino acids, at least seven amino acids, at least eight amino acids, at least nine amino
acids, at least ten amino acids, at least twelve amino acids, at least fifteen amino acids, at least
eighteen amino acids, at least twenty amino acids, or at least twenty-five amino acids.

[0038] The protein sequence assembly system 112 can also include a protein sequence
assembly system 124. The protein sequence assembly system 124 can combine a number of
the protein sequence fragments 120 to generate reconstructed protein sequences 126. At least
a portion of the reconstructed protein sequences 126 can include amino acid sequences that are
different from the amino acid sequences included in the protein sequences 116. In various
examples, the protein sequence assembly system 124 can implement one or more rules and/or
one or more schema to generate the reconstructed protein sequences 126. For example, the
protein sequence assembly system 124 can exclude amino acid sequences produced by the
protein sequence assembly system 124 that correspond to an amino acid sequence included in
the protein sequences 116 from the reconstructed protein sequences 126. In one or more
examples, the protein sequence assembly system 124 can determine an amount of similarity
between one or more reconstructed protein sequences 126 and one or more protein sequences
116 by determining an amount of homology between the one or more reconstructed protein
sequences 126 and the one or more protein sequences 116. In one or more additional examples,
the protein sequence assembly system 124 may be prohibited from combining protein sequence
fragments 120 that originated from the same protein sequence 116. An amount of homology
between amino acid sequences can be determined using an amino acid sequence alignment
tool, such as SIM sequence alignment tool, a basic local alignment search tool (BLAST), or a

Clustal alignment tool.
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[0039] In at least some examples, the protein sequence assembly system 124 can determine an
individual protein sequence 116 that corresponds to the protein sequence fragments 120 based
on metadata generated by the protein sequence fragmentation system 118 during the production
of the protein sequence fragments 120. In one or more examples, the protein sequence
fragmentation system 118 can generate an identifier of individual protein sequences 116 and
cause the identifier o be associated with the protein sequence fragments 120 that correspond
to the individual protein sequences 116. For example, the protein sequence fragments 120 can
be stored in memory of one or more computing devices in conjunction with the identifiers of
the protein sequences 116 from which the protein sequence fragments 120 were generated. The
memory can include cache memory, disk memory, flash memory, solid state memory, or other
data storage devices. In various examples, the identifiers of the individual protein sequences
116 generated by the protein sequence fragmentation system 118 can include one or more
alphanumeric symbols that uniquely identify the individual protein sequences 116 used by the
protein sequence fragmentation system 118 to generate the protein sequence fragments 120. In
one or more illustrative examples, the identifiers of the individual protein sequences 116 can
include at least one amino acid sequence that is appended to the protein sequence fragments
120 that correspond to the initial individual protein sequences 116 used by the protein sequence
fragmentation system 118 to generate the protein sequence fragments 120.

[0040] The framework 100 can include a protein sequence analysis system 128 that analyzes
the reconstructed protein sequences 126. In one or more examples, the protein sequence
analysis system 128 can determine whether at least a portion of the reconstructed protein
sequences 126 correspond to the protein sequences 116. In various examples, the sequence
analysis system 128 analyzes the reconstructed protein sequences 126 to determine at least a
portion of the reconstructed protein sequences 126 to include in a library of protein sequences
having one or more characteristics. The one or more characteristics can correspond to one or
more structural features of proteins. In one or more additional examples, the one or more
characteristics can correspond to one or more molecular features of proteins. The one or more
characteristics can also correspond to features of one or more types of proteins. To illustrate,
the protein sequences 116 can include amino acid sequences of antibodies and the sequence
analysis system 128 can analyze the reconstructed protein sequences 126 to determine whether
the reconstructed protein sequences 126 also correspond to amino acid sequences of antibodies.
For example, the sequence analysis system 128 can determine whether the reconstructed

protein sequences 126 have characteristics of antibodies, such as characteristics of at least one
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of one or more heavy chains, characteristics of one or more light chains, characteristics of one
or more hinge regions, characteristics of one or more antigen binding regions, characteristics
of one or more complementarity determining regions, or characteristics of one or more
framework regions. The sequence analysis system 128 can generate an analysis output 130 that
indicates whether a given reconstructed protein sequence 126 has one or more characteristics.
In various examples, the sequence analysis system 128 can generate an analysis output 130 that
indicates a measure of similarity between at least a portion of an individual reconstructed
protein sequence 126 and at least a portion of the protein sequences 116.

[0041] Based on the analysis output 130 generated by the sequence analysis system 128, a
library of amino acid sequences can be determined from among the reconstructed protein
sequences 126. For example, at least a portion of the reconstructed protein sequences 126 can
be selected to be included in a library of protein sequences based on the analysis output 130
for the selected reconstructed protein sequences 126 corresponding to one or more criteria. To
illustrate, a library of protein sequences can be determined by identifying reconstructed protein
sequences 126 having an analysis output 130 that satisfies a threshold measure of similarity in
relation to the protein sequences 116. In one or more examples, a library of protein sequences
can include thousands, up to tens of thousands, up to hundreds of thousands or more amino
acid sequences. In one or more illustrative examples, a library of protein sequences generated
by the protein sequence assembly system 112 can include at least 1000 amino acid sequences,
at least 5000 amino acid sequences, at least 10,000 amino acid sequences, at least 25,000 amino
acid sequences, at least 50,000 amino acid sequences, at least 100,000 amino acid sequences,
at least 250,000 amino acid sequences, at least 500,000 amino acid sequences, at least 750,000
amino acid sequences, or at least 1,000,000 amino acid sequences. In various examples,
proteins that correspond to the amino acid sequences included in a library of protein sequences
can be synthesized. In one or more illustrative examples, proteins having amino acid sequences
included in a library of protein sequences that includes at least a portion of the reconstructed
protein sequences 126 can be synthesized according to the methods and techniques described
in Nilsson BL, Soellner MB, Raines RT. Chemical synthesis of proteins. Annu Rev Biophys
Biomol Struct. 2005;34:91-118. doi: 10.1146/annurev.biophys.34.040204.144700. PMID:
15869385; PMCID: PM(C2845543. In situations where the library of protein sequences
includes antibodies or antibody fragments, antibodies can be synthesized according to at least
a portion of the reconstructed protein sequences 126 included in the library according to the

methods and techniques described in Dangi AK, Sinha R, Dwivedi S, Gupta SK and Shukla P
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(2018) Cell Line Techniques and Gene Editing Tools for Antibody Production: A Review.
Front. Pharmacol. 9:630. doi: 10.3389/fphar.2018.00630.

[0042] In one or more examples, antibodies or antibody segments synthesized according to at
least a portion of the reconstructed protein sequences 126 can bind to a given target antigen
and used directly as a therapeutic in the treatment of a biological condition present in one or
more palients. In scenarios where a library that includes at least a portion of the reconstructed
protein sequences 126 includes antibody segments, one or more therapeutics can be produced
by combining the antibody segments with one or more additional antibody segments. For
example, a library of VHH antibodies can be combined with fragment crystallizable regions
(Fc) to produce one or more therapeutics used in the treatment of a biological condition. In one
or more additional examples, a library of at least a portion of the reconstructed protein
sequences 126 can be used to synthesize T-cells that can be used in chimeric antigen receptor
(CAR) T-cell therapy to treat one or more biological conditions.

[0043] Although not explicitly shown in the illustrative example of Figure 1, the framework
100 can include one or more systems and/or one or more components that can perform
computational operations to humanize amino acid sequences of proteins that are produced by
non-human animals. For example, the amino acid sequences included in the protein sequence
data 104 can include amino acid sequences that were humanized based on amino acid
sequences of proteins produced by non-human animals. In one or more examples, amino acid
sequences of proteins produced by non-human animals can be generated by determining a
human germline amino acid sequence that corresponds to an amino acid sequence of a protein
produced by a non-human animal. At least a portion of the positions of the amino acid
sequences of the protein produced by a non-human animal can be modified based on amino
acids located in one or more positions of the human germline amino acid sequence. The
generative machine learning architecture 102 can then be trained using the humanized amino
acid sequences included in the protein sequence data 104.

[0044] In one or more additional examples, the reconstructed protein sequences 126 can
undergo a humanization process in situations where the protein sequence data 104 includes
amino acid sequences of proteins produced by non-human animals. In these scenarios, a human
germline amino acid sequence that corresponds to one or more of the reconstructed protein
sequences 126 can be determined. Amino acids located at a portion of the positions of the
reconstructed protein sequences 126 can be modified based on the amino acids located at one

or more corresponding positions of the human germline amino acid sequence to generate a
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humanized protein amino acid sequence. In various examples, the humanized protein amino
acid sequences can then be analyzed by the sequence analysis system 128 in relation to one or
more characteristics.

[0045] Figure 2 is a diagram illustrating an example framework 200 to generate humanized
antibody sequences from non-human antibody sequences, in accordance with one or more
implementations. The [ramework 200 can include an antibody humanization system 202 that
modifies amino acids located at one or more positions of non-human antibody sequences 204
to generate humanized antibody sequences 206. The non-human antibody sequences 204 can
correspond to amino acid sequences of at least one of antibodies or antibody segments
produced by non-human animals. In one or more examples, the non-human antibody sequences
204 can correspond to amino acid sequences of at least one of antibodies or antibody segments
produced by one or more camelids. The one or more camelids can include at least one of
camels, llamas, alpacas, dromedaries, guanacos, or vicuiias. In one or more additional
examples, the non-human antibody sequences 204 can correspond to amino acid sequences of
at least one of antibodies or antibody segments produced by cartilaginous fish, such as sharks.
In various examples, an antibody segment can correspond to at least a portion of an antibody.
For example, an antibody segment can correspond to at least a portion of an antibody light
chain or at least a portion of an antibody heavy chain. In one or more additional examples, an
antibody segment can correspond to an antigen binding region of an antibody light chain or an
antigen binding region of an antibody heavy chain. In one or more further examples, an
antibody segment can correspond to at least one of one or more complementarity determining
regions (CDRs) of an antibody or one or more framework regions of an antibody. In various
examples, an antibody segment can correspond to a domain of an antibody.

[0046] In one or more illustrative examples, the non-human antibody sequences 204 can
include amino acid sequences of single-domain antibodies produced by a non-human animal.
The single-domain antibodies can comprise an antibody segment having a single variable
region antibody domain that can bind to one or more antigens. In various examples, the non-
human antibody sequences 204 can include amino acid sequences of VHH segments produced
by one or more camelids. In one or more further examples, the non-human antibody sequences
204 can include amino acid sequences of VNAR segments produced by one or more
cartilaginous fish. The non-human antibody sequences 204 can correspond to single-domain
antibodies having a molecular weight no greater than about 20 kilodaltons (kDa), no greater

than about 18 kDa, no greater than about 15 kDa, no greater than about 12 kDa, no greater than
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about 10 kDa, or no greater than about 8 kDa. In at least some examples, the non-human
antibody sequences 204 can correspond to single-domain antibodies having a molecular weight
from about 8 kDa to about 20 kDa, from about 10 kDa to about 18 kDa, or from about 12 kDa
to about 15 kDa.

[0047] In one or more examples, the antibody humanization system 202 can analyze one or
more non-human antibody sequences 204 in relation to one or more template sequences 208.
The one or more template sequences 208 can include amino acid sequences of antibodies and/or
amino acid sequences of antibody segments that can provide substitute amino acids that can
replace amino acids at one or more positions of the one or more non-human antibody sequences
204 to generate the humanized antibody sequences 206. In one or more examples, the template
sequences 208 can include human antibody germline sequences 210. The human antibody
germline sequences 210 can include amino acid sequences of antibodies and/or amino acid
sequences of antibody segments produced according to genomic material included in human
germline cells.

[0048] The antibody humanization system 202 can analyze individual non-human antibody
sequences 204 with respect to a number of human antibody germline sequences 210 to
determine a measure of similarity between the individual non-human antibody sequences 204
and the number of human antibody germline sequences 210. In various examples, the antibody
humanization system 202 can determine quantitative measures that indicate an amount of
similarity between individual non-human antibody sequences 204 and one or more human
antibody germline sequences 210. In one or more examples, the antibody humanization system
202 can determine the quantitative measures by determining an amount of homology between
individual non-human antibody sequences 204 and one or more human antibody germline
sequences 210. In at least some examples, for each non-human antibody sequence 204, the
antibody humanization system 202 can determine a set of quantitative measures, with
individual quantitative measures indicating an amount of similarity between the non-human
antibody sequence 204 and an individual human antibody germline sequence of the number of
the human antibody germline sequences 210. The antibody humanization system 202 can
determine the human antibody germline sequence 210 having a highest quantitative measure
in the set of quantitative measures. The antibody humanization system 202 can then modify
amino acids at one or more positions of the non-human antibody sequence 204 based on amino
acids located at one or more positions of the human antibody germline sequence 210 having

the highest quantitative measure in the set of quantitative measures. In one or more illustrative
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examples, the human antibody germline sequences 210 can correspond to at least one of the
HV323 germline gene or the HV330 germline gene.

[0049] In one or more illustrative examples, the antibody humanization system 202 can
determine a human antibody germline sequence 210 that corresponds to a non-human antibody
sequence 204 in a piecewise fashion. For example, pieces of a human antibody germline
sequence 210 can be compared with pieces of a non-human antibody sequence 204 to
determine an amount of homology between the respective pieces. The amount of homology
between the respective pieces of the human antibody germline sequence 210 and the non-
human antibody sequence 204 can be combined to determine an overall quantitative measure
indicating an amount of homology between the human antibody germline sequence 210 and
the non-human antibody sequence 204. The quantitative measures of multiple human antibody
germline sequences 210 with respect to the non-human antibody sequences 204 can be ranked
with a human antibody germline sequence 210 having the highest rank being selected by the
antibody humanization system 202 and used to generate one or more humanized antibody
sequences 206 based on a respective non-human antibody sequence 204.

[0050] The antibody humanization system 202 can generate the humanized antibody sequences
by modifying one or more positions of individual non-human antibody sequences 204
according to one or more template sequences 208 and according to sequence modification data
212. The sequence modification data 212 can include at least one of one or more schemes, one
or more rules, or one or more frameworks to use in the modification of amino acids of the
individual non-human antibody sequences 204 to generate the humanized antibody sequences
206. For example, the sequence modification data 212 can indicate one or more positions of
the non-human antibody sequences 204 that are to be conserved and not modified by the
antibody humanization system 202 to generate the humanized antibody sequences 206. To
illustrate, the sequence modification data 212 can indicate that one or more regions of one or
more complementarity determining regions (CDRs) of the non-human antibody sequences 204
are to be conserved and not modified to generate the humanized antibody sequences 206. The
sequence modification data 212 can also indicate that one or more positions that correspond to
a light chain and heavy chain interface of the non-human antibody sequences 204 are to be
conserved and not modified by the antibody humanization system 202 to generate the
humanized antibody sequences 206. Additionally, the sequence modification data 212 can
indicate a number of positions in framework regions of the non-human antibody sequences 204

that can be modified by the antibody humanization system 202 to generate the humanized
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antibody sequences 206. Further, the sequence modification data 212 can indicate an upper
threshold and/or a lower threshold corresponding to a number of amino acids that can be
modified in one or more regions of the non-human antibody sequences 204 to generate the
humanized antibody sequences 206.

[0051] In one or more examples, the sequence modification data 212 can indicate one or more
rules or one or more schema to increase the likelihood of disulfide bond formation between
cysteine molecules included in amino acid sequences of the humanized antibody sequences
206. In at least some examples, the sequence modification data 212 can indicate that the
antibody humanization system 202 is to minimize the number of unpaired cysteines that may
be present in the humanized antibody sequences 206. In various examples, the sequence
modification data 212 can indicate at least one of a number of positions in which intra-chain
cysteines are to be paired or a number of positions in which inter-chain cysteines are to be
paired. The minimization of unpaired cysteines in the humanized antibody sequences 206 can
increase the likelihood that an antibody that is synthesized according to a humanized antibody
sequence 206 can maintain one or more structural features. In at least some cases, maintaining
the one or more structural features of the antibodies synthesized from the humanized antibody
sequences 206 can increase a likelihood of the antibodies binding to one or more target
antigens. Additionally, the minimization of unpaired cysteines in the humanized antibody
sequences 206 can increase the stability of antibodies synthesized based on the humanized
antibody sequences 206.

[0052] In one or more illustrative examples, the humanized antibody sequences 206 can
include single-domain antibodies. The single-domain antibodies can include a number of
framework regions and a number of complementarity determining regions. In at least some
examples, the single-domain antibodies can include at least two CDRs, at least three CDRs, at
least four CDRs, or at least five CDRs. Additionally, the single-domain antibodies can include
at least two framework regions, at least three framework regions, at least four framework
regions, at least five framework regions, or at least six framework regions. In one or more
examples, the sequence modification data 212 can indicate that at least a portion of the amino
acids located in the CDRs of the single-domain antibodies are to be conserved and not modified
by the antibody humanization system 202 to generate the humanized antibody sequences 206.
In one or more additional example, the sequence modification data 212 can indicate that each
of the amino acids located in the CDRs of the single-domain antibodies are to be conserved

and not be modified by the antibody humanization system 202 to generate the humanized
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antibody sequences 206. In various examples, the sequence modification data 212 can indicated
that one or more amino acids located in the framework regions of the single-domain antibodies
are to be conserved and not modified by the antibody humanization system 202 to generate the
humanized antibody sequences 206. Further, the sequence modification date 212 can indicate
that amino acids located in the framework regions at one or more positions adjacent to the
CDRs are o be conserved and not be modified by the antibody humanization system 202 to
generate the humanized antibody sequences 206. In one or more further examples, the sequence
modification data 212 can indicate positions of the single-domain antibodies that can be
modified by the antibody humanization system 202 to generate the humanized antibody
sequences 206. In still additional illustrative examples, the sequence modification data 212 can
indicate one or more positions in the framework regions of single-domain antibodies that can
be modified by the antibody humanization system 202 to generate the humanized antibody
sequences 206.

[0053] In one or more examples, the humanized antibody sequences 206 can be training data
that is provided to a generative adversarial network 214. The generative adversarial network
214 can generate amino acid sequences of antibodies or amino acid sequences of antibody
segments that correspond to the humanized antibody sequences 206 after being trained. The
generative adversarial network 214 can include at least one of generative adversarial network
computer-readable instructions, generative adversarial network logic, or generative adversarial
network circuitry.

[0054] In one or more illustrative examples, the humanized antibody sequences 206 can
include antibody light chains and the generative adversarial network 214 can generate amino
acid sequences that correspond to antibody light chains. In one or more additional illustrative
examples, the humanized antibody sequences 206 can include antibody heavy chains and the
generative adversarial network 214 can generate amino acid sequences that correspond to
antibody heavy chains. In one or more further illustrative examples, the humanized antibody
sequences 206 can include both antibody heavy chains and antibody light chains and the
generative adversarial network 214 can generate amino acid sequences of antibodies that
correspond to both antibody heavy chains and antibody light chains. In still further examples,
the humanized antibody sequences 206 can include single-domain antibodies and the
generative adversarial network 214 can generate amino acid sequences that correspond to

single-domain antibodies. In one or more additional examples, the humanized antibody

20



WO 2024/076641 PCT/US2023/034477

sequences 206 can include VHHs and the generative adversarial network 214 can generate
amino acid sequences that correspond to VHHs.

[0055] The generative adversarial network architecture 214 can include a generating
component 216 and a challenging component 218. The generating component 216 can
implement one or more machine learning computational models to generate amino acid
sequences based on input provided to the generating component 216. In various
implementations, the one or more machine learning computational models implemented by the
generating component 216 can include one or more functions and one or more weights. The
challenging component 218 can generate output indicating whether the amino acid sequences
produced by the generating component 216 correspond to various characteristics. The output
produced by the challenging component 218 can be provided to the generating component 216
and the one or more machine learning computational models implemented by the generating
component 216 can be modified based on the feedback provided by the challenging component
218. In various implementations, the challenging component 218 can analyze the amino acid
sequences generated by the generating component 216 with amino acid sequences of proteins
included in training data and generate an output indicating an amount of correspondence
between the amino acid sequences produced by the generating component 216 and the amino
acid sequences of proteins provided to the challenging component 218 as training data. In one
or more illustrative examples, the analysis performed by the challenging component 218 with
respect to the amino acid sequences produced by the generating component 216 can include a
comparison between the amino acid sequences included in the training data and the amino acid
sequences produced by the generating component 216.

[0056] In various implementations, the generative adversarial network architecture 214 can
implement one or more artificial neural network technologies. For example, the generative
adversarial network architecture 214 can implement one or more recurrent neural networks.
Additionally, the generative adversarial network architecture 214 can implement one or more
convolutional neural networks. In one or more implementations, the generative adversarial
network architecture 214 can implement a combination of recurrent neural networks and
convolutional neural networks. In one or more additional examples, the generating component
216 can include a generator and the challenging component 218 can include a discriminator.
In one or more further implementations, the generative adversarial network architecture 214

can include a Wasserstein generative adversarial network (wWGAN). In these scenarios, the
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generating component 216 can include a generator and the classifying component 306 can
include a critic.

[0057] In the illustrative example of Figure 2, input data 220 can be provided to the generating
component 216 and the generating component 216 can produce one or more generated
sequences 222 from the input data 220 using one or more machine learning computational
models. In one or more implementations, the input data 220 can include noise data that is
generated by a random number generator or a pseudo-random number generator. The generated
sequence(s) 222 can be compared by the challenging component 218 against the humanized
antibody sequences 206 that have been structured according to one or more schemas.

[0058] Based on similarities and/or differences between the generated sequence(s) 222 and the
humanized antibody sequences 206, the challenging component 218 can generate a
classification output 224 that indicates an amount of similarity and/or an amount of difference
between the generated sequence 222 and the humanized antibody sequences 206. In one or
more examples, the challenging component 218 can label the generated sequence(s) 222 as
zero and the humanized antibody sequences 206 can be labeled as one. In these situations, the
classification output 224 can correspond to a number from O and 1. In additional examples, the
challenging component 218 can implement a distance function that produces an output that
indicates an amount of distance between the generated sequence(s) 222 and humanized
antibody sequences 206. In these scenarios, the challenging component 218 can label the
generated sequence(s) 222 as -1 and the encoded humanized antibody sequences 206 as 1. In
implementations where the challenging component 218 implements a distance function, the
classification output 224 can be a number from -0 to . In various examples, the humanized
antibody sequences 206 can be referred to as ground truth data.

[0059] The humanized antibody sequences 206 can be subject to data preprocessing 226 before
being provided to the challenging component 218. In one or more implementations, the
humanized antibody sequences 206 can be arranged according to a classification system before
being provided to the challenging component 218. The data preprocessing 226 can include
pairing amino acids included in the antibodies that correspond to the humanized antibody
sequences 206 with numerical values that can represent structure-based positions within the
antibodies. The numerical values can include a sequence of numbers having a starting point
and an ending point. In an illustrative example, a T can be paired with the number 43 indicating
that a Threonine molecule is located at a structure-based position 43 of a specified antibody

domain type. In one or more illustrative examples, structure-based numbering can be applied
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to antibodies, antibody fragments, and antibody-like molecules, such as fibronectin type III
(FNIII) proteins, avimers, VHH domains, kinases, T-cells, zinc fingers, and the like.

[0060] In one or more implementations, the classification system implemented by the data
preprocessing 226 can designate a particular number of positions for certain regions of
antibodies. For example, the classification system can designate that portions of antibodies
having particular [unctions and/or characteristics can have a specilied number of positions. In
various situations, not all of the positions included in the classification system may be
associated with an amino acid because the number of amino acids in a specified region of an
antibody may vary between antibodies. To illustrate, the number of amino acids in a region of
an antibody can vary for different types of antibodies, antibody segments, and/or antibody-like
molecules. In one or more examples, positions of the classification system that are not
associated with a particular amino acid can indicate various structural features of an antibody,
such as a turn or a loop. In an illustrative example, a classification system for the humanized
antibody sequences 206 can indicate that at least one of heavy chain regions, light chain
regions, framework regions, antigen binding regions, CDRs, framework regions, or hinge
regions have a specified number of positions assigned to them and the amino acids of the
antibodies can be assigned to the positions according to the classification system.

[0061] The output produced by the data preprocessing 226 can include structured sequences
228. The structured sequences 228 can include a matrix indicating amino acids associated with
various positions of an antibody, antibody segment, or antibody-like molecule. In one or more
examples, the structured sequences 228 can include a matrix having columns corresponding to
different amino acids and rows that correspond to structure-based positions of antibodies. For
each element in the matrix, a O can be used to indicate the absence of an amino acid at the
corresponding position and a 1 can be used to indicate the presence of an amino acid at the
corresponding position. In situations where a position represents a gap in an amino acid
sequence, the row associated with the position can comprise zeroes for each column. The
generated sequence(s) 222 can also be represented using a vector according to a same or similar
number scheme as used for the structured sequences 228. In one or more illustrative examples,
the structured sequences 228 and the generated sequence(s) 222 can be encoded using a method
that may be referred to as a one-hot encoding method.

[0062] In one or more examples, the training process for the generative adversarial network
architecture 214 can be complete after the function(s) implemented by the generating

component 216 and the function(s) implemented by the challenging component 218 converge.
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The convergence of a function can be based on the movement of values of model parameters
toward specified values as antibody sequences are generated by the generating component 216
and feedback is obtained from the challenging component 218. In various implementations, the
training of the generative adversarial network architecture 214 can be complete when the
antibody sequences generated by the generating component 216 have one or more specified
characteristics. To illustrate, the amino acid sequences generated by the generating component
216 can be analyzed by a software tool that can analyze amino acid sequences to determine at
least one of biophysical properties of the amino acid sequences, structural features of the amino
acid sequences, or adherence to amino acid sequences corresponding to one or more antibody
germlines.

[0063] After the generative adversarial network architecture 214 has undergone a training
process, the trained generating component 216 can produce humanized antibody sequence data
230. The humanized antibody sequence data 230 can include amino acid sequences of
antibodies, antibody segments, single-domain antibodies, antibody light chains, antibody
heavy chains, T-cells receptors, affibodies, or one or more combinations thereof. In various
examples, the amino acid sequences included in the humanized antibody sequence data 230
can be used to generate a library of antibody sequences. For example, the humanized antibody
sequence data 230 can include from about 10,000 amino acid sequences to about 100,000
amino acid sequences that can be used to generate a library of antibody sequences that includes
from about 50,000 amino acid sequences to about 1,000,000 amino acid sequences, from about
100,000 amino acid sequences to about 1,000,000 amino acid sequences, from about 100,000
amino acid sequences to about 500,000 amino acid sequences, or from about 500,000 amino
acid sequences to about 1,000,000 amino acid sequences within a given duration, such as no
greater than hour, no greater than three hours, no greater than six hours, no greater than ten
hours, or no greater than twelve hours.

[0064] In one or more illustrative examples, the protein sequence generating system 114 can
include a trained version of the generating component 216 and the humanized antibody
sequence data 230 can be provided to the protein sequence fragmentation system 118. In these
examples, the protein sequence fragmentation system 118 can divide individual antibody
sequences included in the humanized antibody sequence data 230 into multiple fragments. The
protein sequence assembly system 124 can then reconstruct a number of antibody sequences
using the fragments generated by the protein sequence fragmentation system 118 based on the

amino acid sequences included in the humanized antibody sequence data 230. The
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reconstructed antibody sequences can then be analyzed by the sequence analysis system 128.
In various examples, the sequence analysis system 128 can determine whether the
reconstructed antibody sequences correspond to the antibody sequences included in the
humanized antibody sequence data 230. In one or more examples, the sequence analysis system
128 can determine whether the reconstructed antibody sequences have one or more
characteristics of the amino acid sequences included in the humanized antibody sequence data
230 produced by the generative adversarial network architecture 214.

[0065] Figure 3 is a diagram illustrating an example framework 300 to perform transfer
learning with respect to a generative adversarial network architecture 302, in accordance with
one or more implementations. By implementing transfer learning techniques with respect to
the generative adversarial network architecture 302, amino acid sequences of proteins can be
generated that have one or more specified structural features and/or one or more specified
biophysical properties. In one or more illustrative examples, the generative adversarial network
architecture 302 can include the generative adversarial network architecture 214 described with
respect to Figure 2.

[0066] The generative adversarial network architecture 302 can include a generating
component 304 and a challenging component 306. The generating component 304 can
implement one or more models to generate amino acid sequences based on input provided to
the generating component 304. In various implementations, the one or more models
implemented by the generating component 304 can include one or more functions. The
challenging component 306 can generate output indicating whether the amino acid sequences
produced by the generating component 304 correspond to various characteristics. The output
produced by the challenging component 306 can be provided to the generating component 304
and the one or more models implemented by the generating component 304 can be modified
based on the feedback provided by the challenging component 306. In various
implementations, the challenging component 306 can analyze the amino acid sequences
generated by the generating component 304 with amino acid sequences of proteins included in
training data and generate an output indicating an amount of correspondence between the
amino acid sequences produced by the generating component 304 and the amino acid
sequences of proteins provided to the challenging component 306 as training data. In one or
more illustrative examples, the analysis performed by the challenging component 306 with

respect to the amino acid sequences produced by the generating component 304 can include a
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comparison between the amino acid sequences included in the training data and the amino acid
sequences produced by the generating component 304.

[0067] In various implementations, the generative adversarial network architecture 302 can
implement one or more artificial neural network technologies. For example, the generative
adversarial network architecture 302 can implement one or more recurrent neural networks.
Additionally, the generative adversarial network architecture 302 can implement one or more
convolutional neural networks. In one or more implementations, the generative adversarial
network architecture 302 can implement a combination of recurrent neural networks and
convolutional neural networks. In one or more additional examples, the generating component
304 can include a generator and the challenging component 306 can include a discriminator.
In one or more further implementations, the generative adversarial network architecture 302
can include a Wasserstein generative adversarial network (wWGAN). In these scenarios, the
generating component 304 can include a generator and the challenging component 306 can
include a critic.

[0068] In the illustrative example of Figure 3, first input data 308 can include an input vector
that is provided to the generating component 304 and the generating component 304 can
produce one or more generated sequences 310 from the first input data 308 using one or more
models. In one or more implementations, the first input data 308 can include noise data that is
generated by a random number generator or a pseudo-random number generator. The generated
sequence(s) 310 can be compared by the challenging component 306 against sequences of
proteins included in first protein sequence data 312 that have been structured according to one
or more schemas. The first protein sequence data 312 can include sequences of proteins
obtained from one or more data sources that store protein sequences. The first protein sequence
data 312 can be training data for the generative adversarial network architecture 302. In one or
more illustrative examples, the first protein sequence data 312 can include the humanized
antibody sequences 206 described with respect to Figure 2.

[0069] Based on similarities and/or differences between the generated sequence(s) 310 and the
sequences obtained from the first protein sequence data 312, the challenging component 306
can generate a classification output 314 that indicates an amount of similarity and/or an amount
of difference between the generated sequence 310 and sequences included in the first protein
sequence data 312. In one or more examples, the challenging component 306 can label the
generated sequence(s) 310 as zero and the sequences obtained from the first protein sequence

data 312 as one. In these situations, the classification output 314 can correspond to a number
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from O and 1. In additional examples, the challenging component 306 can implement a distance
function that produces an output that indicates an amount of distance between the generated
sequence(s) 310 and the proteins included in the first protein sequence data 312. In these
scenarios, the challenging component 306 can label the generated sequence(s) 310 as -1 and
the encoded amino acid sequences obtained from the first protein sequence data 312 as 1. In
implementations where the challenging component 306 implements a distance [unction, the
classification output 314 can be a number from -« to co. In at least some examples, the amino
acid sequences obtained from the first protein sequence data 312 can be referred to as ground
truth data.

[0070] The protein sequences included in the first protein sequence data 312 can be subject to
data preprocessing 316 before being provided to the challenging component 306. In one or
more implementations, the first protein sequence data 312 can be arranged according to a
classification system, also referred to as a classification schema, before being provided to the
challenging component 306. The data preprocessing 316 can include pairing amino acids
included in the proteins of the first protein sequence data 312 with numerical values that can
represent structure-based positions within the proteins. In one or more illustrative examples,
structure-based numbering can be applied to any general protein type, such as fibronectin type
III (FNIII) proteins, avimers, antibodies, antibody segments, antibody light chains, antibody
heavy chains, VHH domains, kinases, zinc fingers, and the like.

[0071] In one or more implementations, the classification system implemented by the data
preprocessing 316 can designate a particular number of positions for certain regions of proteins.
For example, the classification system can designate that portions of proteins have particular
functions and/or characteristics can have a specified number of positions. In various situations,
not all of the positions included in the classification system may be associated with an amino
acid because the number of amino acids in a specified region of a protein may vary between
proteins. To illustrate, the number of amino acids in a region of a protein can vary for different
types of proteins. In one or more examples, positions of the classification system that are not
associated with a particular amino acid can indicate various structural features of a protein,
such as a turn or a loop. In an illustrative example, a classification system for antibodies can
indicate that heavy chain regions, light chain regions, framework regions, CDRs, antigen
binding regions, and/or hinge regions have a specified number of positions assigned to them
and the amino acids of the antibodies can be assigned to the positions according to the

classification system.
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[0072] The data used to train the generative adversarial network architecture 302 can impact
the amino acid sequences produced by the generating component 304. For example, in
situations where antibodies are included in the first protein sequence data 312 provided to the
challenging component 306, the amino acid sequences generated by the generating component
304 can correspond to antibody amino acid sequences. In one or more additional examples, in
scenarios where T-cell receptors are included in the [irst protein sequence data 312 provided
to the challenging component 306 the amino acid sequences generated by the generating
component 304 can correspond to T-cell receptor amino acid sequences. In one or more
additional examples, in situations where kinases are included in the first protein sequence data
312 provided to the challenging component 306, the amino acid sequences generated by the
generating component 304 can correspond to amino acid sequences of kinases. In
implementations where amino acid sequences of a variety of different types of proteins are
included in the first protein sequence data 312 provided to the challenging component 306, the
generating component 304 can generate amino acid sequences having characteristics of
proteins generally and may not correspond to a particular type of protein. Further, in various
examples, the amino acid sequences produced by the generating component 304 can
correspond to the types of proportions of amino acid sequences included in the first protein
sequence data 312 provided to the challenging component 306.

[0073] The output produced by the data preprocessing 316 can include structured sequences
318. The structured sequences 318 can include a matrix indicating amino acids associated with
various positions of a protein. In one or more examples, the structured sequences 318 can
include a matrix having columns corresponding to different amino acids and rows that
correspond to structure-based positions of proteins. For each element in the matrix, a O can be
used to indicate the absence of an amino acid at the corresponding position and a 1 can be used
to indicate the presence of an amino acid at the corresponding position. In situations where a
position represents a gap in an amino acid sequence, the row associated with the position can
comprise zeroes for each column. The generated sequence(s) 310 can also be represented using
a vector according to a same or similar number scheme as used for the structured sequences
318. In at least some illustrative examples, the structured sequences 318 and the generated
sequence(s) 310 can be encoded using a method that may be referred to as a one-hot encoding
method.

[0074] After the generative adversarial network architecture 302 has undergone a training

process, one or more first trained generating components 320 can be generated that correspond
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to a trained version of at least the generating component 304 that can produce amino acid
sequences of proteins. In various examples, the generative adversarial network architecture 302
can include multiple generating components. For example, the generative adversarial network
architecture 302 can include a first generating component that generates amino acid sequences
of a first number of proteins or protein fragments and a second generating component that
generates amino acid sequences ol a second number of proteins or protein [ragments. In one or
more illustrative examples, the first generating component can generate amino acid sequences
of antibody light chains and the second generating component can generate amino acid
sequences of antibody heavy chains that can be combined to produce a single antibody amino
acid sequence.

[0075] In one or more examples, the training process for the generative adversarial network
architecture 302 can be complete after the function(s) implemented by the generating
component 304 and the function(s) implemented by the challenging component 306 converge.
The convergence of a function can be based on the movement of values of model parameters
toward specified values as protein sequences are generated by the generating component 304
and feedback is obtained from the challenging component 306. In various implementations, the
training of the generative adversarial network architecture 302 can be complete when the
protein sequences generated by the generating component 304 have one or more specified
characteristics. To illustrate, the amino acid sequences generated by the generating component
304 can be analyzed by a software tool that can analyze amino acid sequences to determine at
least one of biophysical properties of the amino acid sequences, structural features of the amino
acid sequences, or adherence to amino acid sequences corresponding to one or more protein
germlines.

[0076] The first trained generating components 320 can undergo transfer learning at 322 based
on second protein sequence data 324. The transfer learning that is performed at 322 can modify
the one or more first trained generating components 320 based on the amino acid sequences
included in the second protein sequence data 324. The transfer learning that is performed at
322 can be performed using one or more modified generative adversarial network architectures
326. The one or more modified generative adversarial network architectures 326 can include
at least a portion of the one or more first trained generating components 320 and one or more
additional challenging components. In various examples, the transfer learning that takes place
at 322 can include an additional training process of the one or more first trained generating

components 320 using training data obtained from the second protein sequence data 324. By
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using a training dataset to produce the one or more second trained generating components 328
that is different from the training dataset used to produce the one or more first trained
generating components 320, the one or more modified generative adversarial network
architectures 326 can produce amino acid sequences that can have some general characteristics
that correspond to the amino acid sequences included in the first protein sequence data 312 and
that also have one or more specilied characteristics that correspond Lo features of the proteins
related to the amino acid sequences included in the second protein sequence data 324.

[0077] In various implementations, the one or more first trained generating components 320
can be further trained using the second protein sequence data 324 as part of the transfer learning
at 322 to produce one or more second trained generating components 328 in a manner that is
similar to the training of the generative adversarial network architecture 302 that produced the
one or more first trained generating components 320. In one or more examples, components of
the one or more modified generative adversarial network architectures 326 can be trained to
minimize at least one loss function. Additionally, the training process used in the transfer
learning at 322 to produce the one or more second trained generating components 328 can be
complete after one or more modified functions implemented by the one or more modified
generative adversarial network architectures 326 converge. In one or more further examples,
the training process used to generate the one or more second trained generating components
328 from the one or more first trained generating components 320 can be complete based on
an analysis of a software tool indicating that amino acid sequences produced using the one or
more modified generative adversarial network architectures 326 corresponds to one or more
specified criteria. The one or more specified criteria can correspond to at least one of one or
more structural features of proteins or one or more biophysical properties of proteins. In still
other examples, the first trained generating components 320 can be further trained using the
second protein sequence data 324 to at least one of increase stability of proteins in one or more
environments, to increase binding of proteins to one or more target molecules, or to increase
the probability of proteins being viable after one or more manufacturing processes.

[0078] In one or more examples, the second protein sequence data 324 can include amino acid
sequences of proteins that have features that are different from the features of the proteins
related to the first protein sequence data 312. In various examples, the second protein sequence
data 324 can include a subset of the amino acid sequences included in the first protein sequence
data 312. In one or more additional examples, the second protein sequence data 324 can include

a greater number of a group of amino acid sequences having one or more specified
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characteristics in relation to the number of amino acid sequences having the one or more
characteristics included in the first protein sequence data 312. For example, the first protein
sequence data 312 can include amino acid sequences of proteins having a variety of structural
features. To illustrate, the first protein sequence data 312 can include a number of amino acid
sequences of proteins having one or more sizes of hydrophobic regions, a number of amino
acid sequences of proteins having one or more sizes ol negatively charged regions, a number
of amino acid sequences of proteins having one or more sizes of positively charged regions, a
number of amino acid sequences of proteins one or more sizes of polar regions, one or more
combinations thereof, and the like. In one or more implementations, the second protein
sequence data 324 can include amino acid sequences of proteins that have a greater number of
amino acid sequences of proteins having a subset of the properties of the proteins included in
the first protein sequence data 312, such as a greater number of amino acid sequences of
proteins that have hydrophobic regions with a specified range of sizes than the number of amino
acid sequences included in the first protein sequence data 312 that have the hydrophobic
regions with the specified range of sizes. In these scenarios, the one or more second trained
generating components 328 can primarily produce amino acid sequences of proteins having
hydrophobic regions with the specified range of sizes.

[0079] In one or more implementations, the amino acid sequences included in the second
protein sequence data 324 can include a filtered set of amino acid sequences. For example, a
set of amino acid sequences can be evaluated according to one or more criteria. In various
examples, at least one of one or more software tools, one or more diagnostic tools, or one or
more analytical instruments can be used to identify amino acid sequences included in the set
of amino acid sequences that correspond to the one or more criteria. The amino acid sequences
that satisfy the one or more criteria can then be added to the second protein sequence data 324.
In one or more illustrative examples, a number of amino acid sequences can be evaluated to
identify proteins having at least one polar region for inclusion in the second protein sequence
data 324. In these scenarios, the amino acid sequences that include at least one polar region can
be used to modify the one or more first trained generating components 320 during the transfer
learning at 322 to produce the one or more second trained generating components 328 that can
produce amino acid sequences of proteins having at least one polar region.

[0080] The one or more second trained generating components 328 can generate amino acid
sequences based on second input data 330. In one or more examples, the second input data 330

can include a random or pseudo-random series of numbers that can be used by the one or more
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second trained generating components 328 to produce amino acid sequences. In various
examples, the one or more second trained generating components 328 can include multiple
generating components that each generate amino acid sequences of proteins having a different
distribution of values for a structural feature. For example, the second trained generating
components 328 can include a first generating component that produces amino acid sequences
of proteins having one or more negatively charged regions with a first range of sizes and a
second generating component that produces amino acid sequences of proteins having one or
more negatively charged regions with a second range of sizes. In one or more examples, there
may be some overlap between the sizes of negatively charged regions included in the first range
of sizes and the second range of sizes.

[0081] The one or more second trained generating components 328 can generate additional
protein sequences 332. The additional protein sequences 332 can correspond to amino acid
sequences of proteins having characteristics that correspond to characteristics of proteins that
correspond to the amino acid sequences included in the second protein sequence data 324. In
one or more examples, the additional protein sequences 332 can include amino acid sequences
of proteins having at least one of one or more structural features or values of biophysical
properties of proteins that correspond to the amino acid sequences included in the second
protein sequence data 324. That is, by performing an additional training process with respect
to the one or more first trained generating components 320 at the transfer learning process of
322 using training data that corresponds to proteins have one or more structural features of
interest and/or having specified values of one or more biophysical properties of interest, the
proteins that correspond to the amino acid sequences of the additional protein sequences 332
can also have at least a threshold probability of having the one or more structural features of
interest and/or the specified values of the one or more biophysical properties of interest. Thus,
the framework 300 can be implemented in scenarios where a library of proteins can be
produced having one or more structural features of interest and/or specified values of one or
more biophysical properties of interest. Additionally, by leveraging the learning that takes
place to produce the one or more first trained generating components 320 followed by the
transfer learning at 322 using a more specialized training dataset, the computing resources used
to generate the additional protein sequences 332 can be minimized and the accuracy of the
characteristics of interest for the proteins corresponding to the amino acid sequences included

in the additional protein sequences 332 can be increased in relation to previous techniques.
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[0082] Further, although a single transfer learning process at 322 is described with respect to
the illustrative example of Figure 3, multiple additional transfer learning processes for the
generative adversarial networks can be performed. In one or more examples, multiple structural
features and/or multiple biophysical properties can be of interest with respect to a library of
proteins. In these scenarios, an additional training dataset that includes amino acid sequences
of one or more of the structural [eatures and/or biophysical properties of interest can be used
in one or more additional transfer learning processes to further train the generating components
of the generative adversarial networks. Thus, with each additional training process and
subsequent modifications to the computational layers of the generative adversarial network
generating components, the characteristics of the proteins corresponding to the amino acid
sequences generated by the trained generative adversarial networks can be further modified.
[0083] The additional protein sequences 332 can be provided to the protein sequence
fragmentation system 118 and the protein sequence fragmentation system 118 can produce the
protein sequence fragments 120. In these scenarios, the second trained generating components
328 can be included in the protein sequence generating system 114 described with respect to
Figure 1. In one or more illustrative examples, the second trained generating component 328
can produce amino acid sequences of at least one of antibodies or antibody segments having at
least one of structural features or biophysical properties that correspond to at least one of
antibodies or antibody fragments included in the second protein sequence data 324. Continuing
with this example, the protein sequence fragmentation system 118 can generate the protein
sequence fragments 120 that include the amino acid sequences of the antibodies and/or
antibody segments produced by the one or more second trained generating components 328.
The fragments of the antibodies and/or antibody segments can then be reassembled by the
protein sequence assembly system 124 to generate the reconstructed protein sequences 126. In
these scenarios, the reconstructed proteins sequences 126 can include amino acid sequences of
at least one of antibodies or antibody segments that are to be evaluated by the sequence analysis
system 128 to determine a group of the reconstructed amino acid sequences to include in a
library of amino acid sequences that correspond to antibodies and/or antibody segments.
[0084] Figure 4 is a diagram illustrating an example framework 400 to divide amino acid
sequences of single-domain antibodies into a number of fragments and re-assemble the
fragments, in accordance with one or more implementations. In one or more examples, the
single-domain antibodies can include humanized VHHs that correspond to VHHs originally

produced by one or more camelids.
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[0085] The framework 400 can include an amino acid sequence 402 of a single-domain
antibody. The amino acid sequence 402 can include a number of regions. In various examples,
the amino acid sequence 402 can include a number of discrete regions that have one or more
characteristics and/or one or more functions. In one or more additional examples, the discrete
regions of the amino acid sequence 402 can include a specified number of positions of amino
acids. In at least some examples, each position ol a given region can be occupied by an amino
acid, while in other situations, at least one position of a given region can be unoccupied and
devoid of an amino acid. In one or more examples, a number of positions that comprise
individual regions of the amino acid sequence 402 can be predetermined. To illustrate, a
number of positions that comprised individual regions of the amino acid sequence 402 can be
defined by a scheme that designates groups of positions of an amino acid sequence as
corresponding to one or more regions.

[0086] The amino acid sequence 402 includes a number of framework regions and a number
of CDRs. In various examples, the CDRs can also be referred to herein as variable regions. The
individual framework regions can have amino acid sequences that are more likely to be
preserved across different antibodies than the amino acid sequences of the CDRs. For example,
antibodies and antibody segments that bind to different antigens are more likely to have
differences in the amino acid sequences of the CDRs than in the framework regions. In the
illustrative example of Figure 4, the amino acid sequence 402 includes a first framework region
404, a second framework region 406, a third framework region 408, and a fourth framework
region 410. The amino acid sequence 402 can also include a first CDR 412, a second CDR 414,
and a third CDR 414.

[0087] In atleast some examples, a number of positions included in the individual framework
regions 404, 406, 408, 410 can be different from one another. To illustrate, the first framework
region 404 can include a first number of positions, the second framework region 406 can
include a second number of positions, the third framework region 408 can include a third
number of positions, and the fourth framework region 410 can include a fourth number of
positions. In one or more examples, at least one of the first number of positions, the second
number of positions, the third number of positions, or the fourth number of positions can be
different from another one of the first number of positions, the second number of positions, the
third number of positions, or the fourth number of positions. Additionally, in various examples,
the number of positions included in CDRs can be different from one another. For example, the

first CDR 412 can include a first additional number of positions, the second CDR 414 can
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include a second additional number of positions, and the third CDR 416 can include a third
additional number of positions. In one or more examples, at least one of the first additional
number of positions, the second additional number of positions, or the third additional number
of positions can be different from another one of the first additional number of positions, the
second additional number of positions, or the third additional number of positions.

[0088] In one or more examples, the first [ramework region 404 can include [rom 28 to 35
positions, the second framework region 406 can include from 8 to 18 positions, the third
framework region 408 can include from 25 to 36 positions, and the fourth framework region
410 can include from 7 to 15 positions. Further, the first CDR 412 can include from 6 to 14
positions, the second CDR 414 can include from 15 to 25 positions, and the third CDR 416 can
include from 25 to 35 positions. In various examples, the amino acid sequence 402 can be
represented by 140 to 155 positions. In one or more illustrative examples, the amino acid
sequence 402 can be represented by 149 positions with the first framework region 404
corresponding to 32 positions, the first CDR 412 corresponding to 10 positions, the second
framework region 406 corresponding to 14 positions, the second CDR 414 corresponding to
20 positions, the third framework region 408 corresponding to 32 positions, the third CDR 416
corresponding to 30 positions, and the fourth framework region 410 corresponding to 11
positions.

[0089] The framework 400 can include, at operation 418, generating antibody sequence
fragments. The antibody sequence fragments can include segments of the amino acid sequence
402. In one or more examples, the antibody sequence fragments can be generated according to
one or more computational techniques or methods. For example, the antibody sequence
fragments can be generated using at least one of one or more machine learning techniques or
one or more statistical techniques. In various examples, the antibody sequence fragments can
be generated according to one or more schema or rules. In at least some examples, at least a
portion of the antibody sequence fragments generated at operation 418 can have overlapping
positions. In one or more additional examples, the antibody sequence fragments generated at
operation 418 can be produced such that the positions of at least one region of the amino acid
sequence 402 are continuous and not separated. In one or more illustrative examples, the
operations described with respect to operation 418 can be performed, at least in part, by the
protein sequence fragmentation system 118 described with respect to Figure 1.

[0090] In the illustrative example of Figure 4, the amino acid sequence 402 can be divided into

three segments at operation 418. In one or more examples, the amino acid sequence 402 can
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be divided into fragments that each include a separate CDR region and that have overlapping
portions with a framework region of at least one other fragment. For example, at operation 418,
a first antibody sequence fragment 420 can be generated that spans from a first position 422 to
a second position 424. In various examples, the first antibody sequence fragment 420 can be
generated by cleaving the amino acid sequence 402 at the second position 424. In these
scenarios, the first antibody sequence fragment 420 can include the first [ramework region 404,
the first CDR 412, and a portion of the second framework region 406.

[0091] Additionally, at operation 418, a second antibody sequence fragment 426 can be
generated that spans from a third position 428 to a fourth position 430. In various examples,
the second antibody sequence fragment 426 can be generated by cleaving the amino acid
sequence 402 at the third position 428 and the fourth position 430. In these situations, the
second antibody sequence fragment 426 can include the second framework region 406, the
second CDR 414, and a portion of the third framework region 408. The first antibody sequence
fragment 420 and the second antibody sequence fragment 426 can overlap in the positions of
the second framework region 406 indicated by the first overlap region 432.

[0092] Further, at operation 418, a third antibody sequence fragment 434 can be generated that
spans from a fifth position 436 to a sixth position 438. In one or more examples, the third
antibody sequence fragment 434 can be generated by cleaving the amino acid sequence 402 at
the fifth position 436. In these instances, the third antibody sequence fragment 434 can include
a portion of the third framework region 408, the third CDR 416, and the fourth framework
region 410. The second antibody sequence fragment 426 can overlap the third antibody
sequence fragment 434 in the positions of the third framework region 408 indicated by the
second overlap region 440. In the illustrative example of Figure 4, the antibody sequence
fragments 420, 426, 434 each include an entire CDR region, an entire framework region, and
a partial framework region that overlaps with a framework region included in another antibody
sequence fragment.

[0093] In various examples, the positions where the amino acid sequence 402 is cleaved to
generate the antibody sequence fragments 420, 426, 434 can be determined based on one or
more predetermined schema or rules. For example, the positions where the amino acid
sequence 402 is cleaved can be determined based on one or more schema or rules indicating
that individual antibody fragments are to include at least one CDR and at least a portion of each
framework region bordering the CDR. In one or more additional examples, the one or more

schema or rules used to cleave the amino acid sequence 402 at operation 418 can assign a
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number to each position of the amino acid sequence 402 in ascending order starting from the
first position 422 to the sixth position 438. The one or more schema or rules used to cleave the
amino acid sequence 402 to generate the antibody sequence fragments 420, 426, 434 can also
indicate that each antibody sequence fragment includes at least one entire framework region
and one entire CDR.

[0094] Further, the one or more schema or rules used to generate the antibody sequence
fragments can indicate a position within the framework regions at which to cleave the
respective framework regions. To illustrate, the one or more schema or rules used to generate
the antibody sequence fragments 420, 426, 434 can indicate that the amino acid sequence 402
is to be cleaved at the second position 424, the fourth position 430, and the fifth position 436.
In one or more further examples, the one or more rules or schema used to generate the antibody
sequence fragments 420, 426, 434 can indicate a range of positions within the second
framework region 406 and the third framework region 408 where the amino acid sequence 402
can be cleaved. In one or more illustrative examples, the individual positions and/or ranges of
positions included in the one or more schema or rules used to generate the antibody sequence
fragments 420, 426, 434 can be determined based on an analysis of other antibody sequences
using at least one of one or more statistical techniques or one or more machine learning
techniques. For example, the individual positions and/or ranges of positions included in the one
or more schema or rules used to generate the antibody sequence fragments 420, 426, 434 can
be determined based on an analysis of least one of the analysis of reconstructed sequences
produced using the antibody sequence fragments 420, 426, 434 or the analysis of amino acid
sequences of antibodies that have a same or similar function to that of the amino acid sequence
402. In at least some examples, the amino acid sequence 402 can be cleaved into more than
three fragments. In addition, the amino acid sequence 402 can undergo the process performed
at operation 418 multiple times to produce a number of different sets of antibody sequence
fragments.

[0095] Although the illustrative example of Figure 4 shows using the amino acid sequence 402
to produce three antibody sequence fragments, in one or more other implementations, the
amino acid sequence 402 can be divided into fewer antibody sequence fragment or into a
greater number of antibody sequence fragments. Additionally, the operation 418 can be
performed with respect to a number of antibody sequences to produce thousands of antibody
sequence fragments, up to tens of thousands of antibody sequence fragments, up to hundreds

of thousands of antibody sequence fragments, or more.
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[0096] In one or more examples, the antibody sequence fragments can be grouped into a
number of pools of antibody sequence fragments. Individual pools of the antibody sequence
fragments can include antibody sequence fragments that correspond to at least one of one or
more CDRs or one or more framework regions. In one or more illustrative examples, the
antibody sequence fragments can be grouped into a first pool 442 that includes first antibody
sequence {ragments having amino acid sequences that correspond to the [irst CDR 412, a
second pool 444 that includes second antibody sequence fragments having amino acid
sequences that correspond to the second CDR 414, and a third pool 446 that includes third
antibody sequence fragments having amino acid sequences that correspond to the third CDR
416.

[0097] In various examples, the antibody sequence fragments included in each pool can also
include amino acid sequences of one or more framework regions. For example, antibody
sequence fragments included in the first pool 442 can include amino acid sequences of at least
a portion of the first framework region 404 and at least a portion of the second framework
region 406 in addition to amino acid sequences of the first CDR 412. In addition, antibody
sequence fragments included in the second pool 444 can include amino acid sequences of at
least a portion of the second framework region 406 and at least a portion of the third framework
region 408 in addition to amino acid sequences of the second CDR 414. Further, antibody
sequence fragments included in the third pool 446 can include amino acid sequences of at least
a portion of the third framework region 408 and at least a portion of the fourth framework
region 410 in addition to amino acid sequences of the third CDR 416.

[0098] In various examples, individual antibody sequence fragments may include and/or be
associated with metadata indicating a pool that corresponds to the individual antibody sequence
fragments. To illustrate, the first pool 442 can correspond to a first identifier, the second pool
444 can correspond to a second identifier, and the third pool 446 can correspond to a third
identifier. A given identifier can be assigned to an individual antibody sequence fragment at
operation 418. The antibody sequence fragments generated in conjunction with operation 418
can be grouped into pools based on the identifiers associated with the individual antibody
sequence fragments. In one or more examples, the identifiers can be determined for antibody
sequence fragments based on a set of positions within a scheme that indicates a total number
of positions of an antibody sequence and that indicates respective group of positions that
correspond to individual framework regions and/or individual CDRs. In at least some

examples, the positions of the scheme can be associated with individual amino acid sequences
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402 as at least a portion of the metadata that corresponds to individual amino acid sequences
402. In this way, when the amino acid sequences 402 are divided into antibody sequence
fragments, the positions of the scheme that correspond to the individual antibody sequence
fragments are indicated in relation to individual antibody sequence fragments. Antibody
sequence fragments can then be reconstructed based on the positions of the scheme that
correspond (o the individual antibody sequence fragments that comprise a reconstructed
antibody sequence.

[0099] In one or more examples, the first pool 442 can correspond to a first number of
positions of the scheme, the second pool 444 can correspond to a second number of positions
of the scheme, and the third pool 446 can correspond to a third number of positions of the
scheme. In one or more illustrative examples, at least one of a start position or an end position
for the positions corresponding to the individual pools can vary among antibody sequence
fragments. For example, in situations where the scheme includes 149 positions, the first pool
442 can include antibody sequence fragments having a start position of 1 and an end position
between 43 and 50, the second pool 444 can include antibody sequence fragments having a
start position from 55 to 60, such as position 57, and an end position from 73 to 80, and the
third pool 446 can include antibody sequence fragments having a start position from 70 to 75,
such as position 73, and an end position of 149.

[00100] In one or more additional examples, a pool that corresponds to an antibody
sequence fragment can also be determined by analyzing the amino acids present at a number
of positions of the antibody sequence fragments. To illustrate, the first CDR 412 can
correspond to a first arrangement of amino acids at a plurality of first positions and the antibody
sequence fragments can be analyzed to identify a first group of antibody sequence fragments,
such as the first antibody sequence fragment 420, that correspond to the first arrangement. In
addition, the second CDR 414 can correspond to a second arrangement of amino acids at a
plurality of second positions and the antibody sequence fragments can be analyzed to identify
a second group of antibody sequence fragments, such as the second antibody sequence
fragment 426 that correspond to the second arrangement. In one or more further examples, the
third CDR can correspond to a third arrangement of amino acids at a plurality of third positions
and the antibody sequence fragments can be analyzed to identify a third group of antibody
sequence fragments, such as the third antibody sequence fragment 434, that correspond to the
third arrangement. In these scenarios, the first group of antibody sequence fragments can be

included in the first pool 442, the second group of antibody sequence fragments can be included

39



WO 2024/076641 PCT/US2023/034477

in the second pool 444, and the third group of antibody sequence fragments can be included in
the third pool 446. In one or more illustrative examples, the first arrangement, the second
arrangement, and the third arrangement can be determined based on an analysis of a number of
amino acid sequences that include the first CDR 412, the second CDR 414, and the third CDR
416. In at least some instances, the analysis can be performed using at least one of one or more
machine learning techniques or one or more statistical techniques.

[00101] The framework 400 can also include, at operation 448, assembling the antibody
sequence fragments included in the first pool 442, the second pool 444, and the third pool 446
into reconstructed antibody sequences 450. The reconstructed antibody sequences 450 can be
comprised of an antibody sequence fragment from each of the first pool 442, the second pool
444, and the third pool 446. For example, the reconstructed antibody sequences 450 can be
comprised of first antibody sequence components 452 from the first pool 442, second antibody
sequence components 454 from the second pool 444, and third antibody sequence components
456 from the third pool 446. In various examples, different reconstructed antibody sequences
450 can include the first antibody sequence fragment 420, the second antibody sequence
fragment 426, and the third antibody sequence fragment 434 in conjunction with other antibody
sequence fragments generated using additional amino acid sequences included in the first pool
442, the second pool 444, and the third pool 446.

[00102] In one or more examples, the reconstructed antibody sequences 450 can be
generated according to one or more schema and/or one or more rules. For example, the
reconstructed antibody sequences 450 can be generated such that individual reconstructed
antibody sequences 450 include a first antibody sequence component 452 from the first pool
442 that includes the first CDR 412, a second antibody sequence component 454 from the
second pool 444 that includes the second CDR 414, and a third antibody sequence component
456 from the third pool 446 that includes the third CDR 416. The first CDR 412, the second
CDR 414, and the third CDR 416 can be originally located in different amino acid sequences.
In this way, an individual reconstructed antibody sequence 450 can include the first CDR 412
from a first amino acid sequence, the second CDR 414 from a second amino acid sequence,
and the third CDR 416 from a third amino acid sequence where the second amino acid sequence
is different from the first amino acid sequence and the third amino acid sequence is different
from the first amino acid sequence and the second amino acid sequence. Additionally, the
reconstructed antibody sequences 450 can be generated such that individual reconstructed

antibody sequences 450 include at least one of the first framework region 404, the second
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framework region 406, the third framework region 408, or a fourth framework region 410 in
addition to at least one of the first CDR 412, the second CDR 414, and the third CDR 416.
[00103] In various examples, the amino acids included in the regions of overlap between
antibody sequence fragments having different CDR regions can be the same. Thatis, the amino
acids included in the overlap regions 432 and 440 can be conserved between the different amino
acid sequences used to generate the antibody sequence [ragments included in the pools 442,
444, 446. For example, a first antibody sequence component 452 included in the first pool 442
and having the first CDR 412 can include an amino acid sequence that includes the same amino
acids as those located in the first overlap region 432. In these scenarios, the second antibody
sequence fragment 426 can be combined with the first antibody sequence component 452 such
that the amino acids included in the first overlap region 432 are conserved in a reconstructed
antibody sequence 450 that includes the first antibody sequence component 452 and the second
antibody sequence fragment 426. In one or more additional examples, first antibody sequence
component 452 having the first CDR 412 can include an amino acid sequence that is different
from the amino acids located in the first overlap region 432. In these situations, the first
antibody sequence component 452 can be combined with the second antibody sequence
fragment 426 such that either the amino acid sequence of the first antibody sequence
component 452 corresponding to the first overlap region 432 is conserved or the amino acid
sequence of the second antibody sequence fragment 426 that corresponds to the first overlap
region 432 is conserved in generating a reconstructed antibody sequence 450 that includes the
first antibody sequence component 452 and the second antibody sequence fragment 426. In
one or more additional examples, a combination of amino acids of the first antibody sequence
component 452 and amino acids of the second antibody sequence fragment 426 that correspond
to the first overlap region 432 are used to generate a reconstructed antibody sequence 450 in a
manner that preserves the number of positions that correspond to the first overlap region 432.
In at least some examples, the first antibody sequence component 452 and the second antibody
sequence fragment 426 can be combined such that the number of unpaired cysteines in the
reconstructed antibody sequence 450 that includes the first antibody sequence component 452
and the second antibody sequence fragment 426. In at least some examples, antibody sequence
fragments that do not have the amino acid sequences of the framework regions conserved in
the overlap regions 432, 440 can be filtered out and not included in the first pool 442, the
second pool 444, or the third pool 446.
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[00104] Figure 5 is a diagram of a framework 500 to analyze reconstructed protein
sequences for consistency with protein sequences generated by a trained generative machine
learning architecture, in accordance with one or more implementations. The framework 500
can include a trained version of the generative machine learning architecture 102. For example,
the generative machine learning architecture 102 can include the trained generative machine
learning component 110. In one or more illustrative examples, the trained generative machine
learning component 110 can include a generating component of a generative adversarial
network that has been trained using the protein sequence data 104 described with respect to
Figure 1. In various examples, the trained generative machine learning component 110 can
include a generating component of a generative adversarial network trained using amino acid
sequences of single-domain antibodies.

[00105] The framework 500 can also include the protein sequence assembly system 112.
The protein sequence assembly system 112 can generate reconstructed protein sequences 126.
The reconstructed protein sequences 126 can include amino acid sequences of proteins that
have been generated using amino acid sequence fragments produced by cleaving, using one or
more computational or machine learning algorithms, amino acid sequences generated by the
trained generative machine learning component 110. In one or more illustrative examples, the
reconstructed protein sequences 126 can be generated according to at least one of one or more
schema or one or more rules such that the reconstructed protein sequences 126 include one or
more specified regions. For example, the reconstructed protein sequences 126 can correspond
to single-domain antibodies having one or more CDRs and one or more framework regions. In
at least some examples, the reconstructed protein sequences 126 can have a greater amount of
diversity than the original amino acid sequences used to produce the sequence fragments that
are assembled to generate the reconstructed protein sequences 126.

[00106] The reconstructed protein sequences 126 can be provided to the sequence
analysis system 124. In one or more examples, the sequence analysis system 124 can include
at least a portion of an autoencoder. The autoencoder can implement unsupervised machine
learning techniques using an artificial neural network architecture. In various examples, the
sequence analysis system 124 can include an encoding component 502. The encoding
component 502 can include a number of computational layers. To illustrate, the encoding
component 502 can include a number of convolutional layers with each computational layer
comprising a number of nodes that each have at least one function and one or more weights. In

one or more illustrative examples, at least a portion of the computational layers of the encoding
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component 502 can include fully connected layers. The encoding component 502 can produce
code data that is a representation of input data provided to the encoding component 502. For
example, the encoding component 502 can produce code data that is a compressed version of
the reconstructed protein sequences 126.

[00107] In one or more examples, the encoding component 502 can include a trained
encoder of an autoencoder that has undergone a training process using training data that
corresponds to amino acid sequences related to the reconstructed protein sequences 126. For
example, in scenarios where the reconstructed protein sequences 126 correspond to amino acid
sequences of single-domain antibodies, the amino acid sequences included in the training data
for the encoding component 502 can also correspond to amino acid sequences of single-domain
antibodies. In at least some examples, the training data used to train the encoding component
502 can be similar to or the same as the training data used to train the trained generative
machine learning component 110. The encoding component 502 can include at least one of
encoder computer-readable instructions, encoder logic, or encoder circuitry.

[00108] In the illustrative example of Figure 5, the encoding component 502 can produce
code data that is representative of one or more reconstructed protein sequences 126. The code
data generated by the encoding component 502 based on a reconstructed protein sequence 126
can comprise a sequence seed 504 that is provided to the generative machine learning
architecture 102. The trained generative machine learning component 110 of the generative
machine learning architecture 102 can produce a generated sequence 506 based on the sequence
seed 504. In one or more examples, the trained generative machine learning component 110
can include a generating component of a generative adversarial network.

[00109] The generated sequence 506 can be provided to the sequence analysis system
124. The sequence analysis system 124 can analyze the generated sequence 506 with respect
to one or more additional amino acid sequences. In one or more examples, the sequence
analysis system 124 can analyze the generated sequence 506 with respect to one or more
reconstructed protein sequences 126. In one or more illustrative examples, the sequence
analysis system 124 can analyze the generated sequence 506 with respect to the reconstructed
protein sequence 126 used to generate the sequence seed 504. In one or more additional
examples, the sequence analysis system 124 can analyze the generated sequence 506 in relation
to additional amino acid sequences generated by the trained generative machine learning

component 110. In one or more further examples, the sequence analysis system 124 can analyze
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the generated sequence 506 with respect to amino acid sequences used to train the trained
generative machine learning component 110.

[00110] In various examples, the sequence analysis system 124 can analyze the
generated sequence 506 with respect to additional amino acid sequences to determine an
amount of homology between one or more regions of the generated sequence 506 and one or
more regions of the additional amino acid sequences. In addition, the sequence analysis system
124 can analyze the generated sequence 506 to determine whether the generated sequence 506
has one or more characteristics of the additional amino acid sequences. For example, the
sequence analysis system 124 can analyze the generated sequence 506 to determine whether
the generated sequence 506 includes one or more CDRs or one or more framework regions. In
one or more illustrative examples, the sequence analysis system 124 can analyze the generated
sequence 506 to determine an amount of homology between one or more regions of the
generated sequence 506 and at least one of one or more CDRs or one or more framework
regions of the additional amino acid sequences.

[00111] In at least some examples, the sequence analysis system 124 can analyze the
generated sequence 506 to determine a measure of similarity between the generated sequence
506 and amino acid sequences generated by the trained generative machine learning component
110. In situations where the measure of similarity of the generated sequence 506 is less than a
threshold level, the generated sequence 506 can be excluded from a library of amino acid
sequences that are candidates for being synthesized and used as a treatment for a biological
condition. In this way, the sequence analysis system 124 operates to minimize the possibility
of the generated sequence 506 being added to a library of sequences when the generated
sequence 506 does not have at least one of one or more expected features or one or more
expected characteristics of proteins that correspond to amino acid sequences included in the
library. To illustrate, the reconstructed protein sequences 126 and a library of amino acid
sequences can correspond to human and/or humanized single-domain antibodies. In these
scenarios, the sequence analysis system 124 can analyze the generated sequence 506 to
determine a likelihood that the generated sequence 506 corresponding to a human and/or
humanized single-domain antibody.

[00112] Figures 6 and 7 illustrate example processes for generating amino acid
sequences of proteins using machine learning techniques. The example processes are illustrated
as collections of blocks in logical flow graphs, which represent sequences of operations that

can be implemented in hardware, software, or a combination thereof. The blocks are referenced
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by numbers. In the context of software, the blocks represent computer-executable instructions
stored on one or more computer-readable media that, when executed by one or more processing
units (such as hardware microprocessors), perform the recited operations. Generally, computer-
executable instructions include routines, programs, objects, components, data structures, and
the like that perform particular functions or implement particular data types. The order in which
the operations are described is not intended to be construed as a limitation, and any number of
the described blocks can be combined in any order and/or in parallel to implement the process.
[00113] Figure 6 is a flow diagram illustrating an example process 600 to assemble
amino acid sequences of using fragments of additional amino acid sequences previously
generated using a generative adversarial network, in accordance with one or more some
implementations. The process 600 can include, at 602, generating, using a generative
adversarial network, a plurality of amino acid sequences that correspond to at least one of
antibodies or antibody segments. In one or more examples, the plurality of amino acid
sequences can correspond to amino acid sequences of single-domain antibodies. In one or more
illustrative examples, the amino acid sequences can correspond to amino acid sequences of
VHHs.

[00114] In addition, the process 600 can include, at 604, producing a plurality of
fragments of the individual amino acids by dividing individual amino acid sequences into a
number of sections. Individual fragments of the plurality of fragments can include one or more
CDRs. In addition, individual fragments of the plurality of fragments can include at least a
portion of one or more framework regions. In various examples, at least a portion of the
framework regions bordering a CDR included in an individual fragment can be conserved. In
one or more examples, at least a portion of the amino acid sequences of individual fragments
can include overlapping positions with respect to amino acid sequences of other individual
fragments.

[00115] Further, at 606, the process 600 can include assembling the plurality of
fragments to generate reconstructed amino acid sequences. The plurality of fragments can be
assembled by combining fragments that correspond to different initial amino acid sequences to
generate new amino acid sequences that are different from the original plurality of amino acid
sequences generated by the generative adversarial network. In one or more examples, the
reconstructed amino acid sequences can be assembled according to at least one of one or more
rules, one or more schema, or one or more frameworks. In one or more illustrative examples,

the reconstructed sequences can include at least a first CDR, a second CDR, and a third CDR.

45



WO 2024/076641 PCT/US2023/034477

In various examples, the first CDR, the second CDR, and the third CDR can correspond to
CDRs of camelid single-domain antibodies. The reconstructed sequences can also include at
least a first framework region, a second framework region, a third framework region, and a
fourth framework region.

[00116] In at least some examples, the plurality of amino acid sequences generated by
the generative adversarial network can correspond to humanized amino acid sequences derived
from amino acid sequences of antibodies that are produced by non-human mammals. In one or
more additional examples, the plurality of amino acid sequences generated by the generative
adversarial network can correspond to amino acid sequences of antibodies produced by non-
human mammals. In these scenarios, the reconstructed amino acid sequences can be
humanized. In various examples, the humanization process can be performed with regard to
amino acid sequences of germline human antibodies, such that a number of positions of the
amino acid sequences of the non-human antibodies are modified to correspond to the amino
acids at corresponding positions of the amino acid sequences of the germline human antibodies.
[00117] In various examples, the generative adversarial network can include multiple
generating components. For example, the generative adversarial network can be trained using
training amino acid sequences derived from non-humanized single-domain antibodies
produced by one or more non-human mammals. In these instances, the training amino acid
sequences can be divided into sub-groups that include conserved sequences in framework
regions between CDRs of the training amino acid sequences. To illustrate, the training amino
acid sequences can include three CDRs and can be divided into a first sub-grouping that
includes the first CDR and the second CDR with one or more conserved amino acids in the
framework region between the first CDR and the second CDR and a second sub-grouping that
includes the second CDR and the third CDR with one or more conserved amino acids in an
additional framework region between the second CDR and the third CDR. In these scenarios,
the first sub-grouping can comprise amino acid sequences that can be used to train a first
generating component of the generative adversarial network and the second sub-grouping can
comprise amino acid sequences that can be used to train a second generating component of the
generative adversarial network. After the training process for the first generating component
and the second generative component is complete, first amino acid sequences produced by the
first generating component can be combined with second amino acid sequences produced by
the second generating component. The combined amino acid sequences can then be humanized

according to one or more template amino acid sequences that correspond to amino acid
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sequences of at least one of antibodies or antibody segments produced in accordance with
human germline genomic regions.

[00118] In one or more additional examples, the reconstructed amino acid sequences can
be analyzed with respect to the plurality of amino acid sequences generated by the generative
adversarial network. In one or more examples, an autoencoder can generate seed data using a
reconstructed amino acid sequence and [eed the seed data back into the generative adversarial
network to generate an additional amino acid sequence. In situations where the reconstructed
amino acid sequence and the additional amino acid sequence have a threshold amount of
similarity, the reconstructed amino acid sequence can be a candidate for an antibody sequence
library. In scenarios where the reconstructed amino acid sequence and the additional amino
acid sequence have less than the threshold amount of similarity, the reconstructed amino acid
sequence may be excluded from an antibody sequence library.

[00119] Figure 7 is a flow diagram illustrating an example process 700 to generate
reconstructed amino acid sequences using fragments of humanized antibody sequences
produced using a generative machine learning architecture, in accordance with one or more
implementations. At 702, the process 700 can include obtaining amino acid sequences of
segments of antibodies that are produced by one or more non-human mammals and that
correspond to an antibody functional region. In one or more examples, the antibody functional
region can include at least one CDR. Additionally, the antibodies can be produced by one or
more camelids.

[00120] The process 700 can also include, at 704, modifying the amino acid sequences
based on template amino acid sequences to generate humanized amino acid sequence. The
template amino acid sequences can include antibody sequences that correspond to human
germline genomic regions that most closely correspond to the amino acid sequences. In at least
some examples, the template amino acid sequences can be determining by analyzing the amino
acid sequences with respect to the template amino acid sequences to determine a measure of
similarity between the amino acid sequences and the template amino acid sequences. A
template amino acid sequence having a highest measure of similarity with respect to at least a
portion of the amino acid sequences can be determined to generate the humanized amino acid
sequences. In various examples, the humanized amino acid sequences can be generated by
modifying one or more amino acids at one or more positions of the amino acid sequences based
on one or more different amino acids at the one or more positions of the template amino acid

sequences. In one or more examples, at least a portion of the amino acid sequences can be
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conserved when generating the humanized amino acid sequences. For example, amino acids
included in CDRs of the amino acid sequences can be conserved when producing the
humanized amino acid sequences.

[00121] At 706, the process 700 can include generating training data that includes the
humanized amino acid sequences. In addition, at 708, the process 700 can include performing,
using the training data, a training process for a generative machine learning architecture o
produce a machine learning model that generates amino acid sequences that correspond to
humanized antibody fragments. Further, at 710, the process 700 can include generating, using
the machine learning model, a plurality of amino acid sequences. In at least some examples,
the plurality of amino acid sequences can be referred to as GAN-generated amino acid
sequences.

[00122] The process 700 can include, at 712, producing a plurality of fragments for
individual amino acid sequences of the plurality of amino acid sequences. In one or more
examples, the plurality of amino acid sequences can be divided into a number of sections. In at
least some examples, the number of sections can be produced according to at least one of one
or more rules, one or more schemas, or one or more frameworks. For example, individual
amino acid sequences of the plurality of amino acid sequences can be divided into a plurality
of sections such that each section includes at least one CDR and at least a portion of one or
more framework regions of the individual amino acid sequences. In one or more illustrative
examples, individual amino acid sequences can be divided into three sections with each section
including a CDR and at least a portion of a framework region. Individual fragments of the
plurality of fragments can correspond to a continuous, sequential group of amino acids included
in a section of a GAN-generated amino acid sequence.

[00123] At 714, the process 700 can include assembling the plurality of fragments to
generate reconstructed amino acid sequences. In various examples, individual fragments
originating from different initial amino acid sequences generated by the generative adversarial
network can be combined to produce a reconstructed amino acid sequence. In one or more
examples, a first fragment including a first CDR produced from a first initial GAN-generated
amino acid sequence can be combined with a second fragment including a second CDR
produced from a second initial GAN-generated amino acid sequence to generate a
reconstructed amino acid sequence. The reconstructed amino acid sequences can also be
evaluated with respect to the GAN-generated amino acid sequences to determine whether or

not to include a reconstructed amino acid sequence as a candidate for an antibody sequence
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library. For example, reconstructed amino acid sequences that have at least a threshold measure
of similarity with respect to the GAN-generated amino acid sequences can be candidates for
inclusion in an antibody sequence library. In at least some examples, a physical antibody or
physical antibody fragment that corresponds to a reconstructed amino acid sequence of the
reconstructed amino acid sequences can be synthesized. In various examples, the synthesized
antibody or physical antibody [ragment can be provided as a treatment for a disease. In one or
more illustrative examples, the disease can include a virus. In one or more additional examples,
the disease can include cancer. In one or more further examples, the disease can include a
bacterial infection.

[00124] Figure 8 illustrates a diagrammatic representation of a machine 800 in the form
of a computer system within which a set of instructions may be executed for causing the
machine 800 to perform any one or more of the methodologies discussed herein, according to
an example, according to an example embodiment. Specifically, Figure & shows a
diagrammatic representation of the machine 800 in the example form of a computer system,
within which Instructions 802 (e.g., software, a program, an application, an applet, an app, or
other executable code) for causing the machine 800 to perform any one or more of the
methodologies discussed herein may be executed. For example, the Instructions 802 may cause
the machine 800 to implement the frameworks and architectures 100, 200, 300, 400, 500
described with respect to Figures 1, 2, 3, 4, and 5, respectively, and to execute the processes
600, 700 described with respect to Figures 6 and 7, respectively.

[00125] The Instructions 802 transform the general, non-programmed machine 800 into
a particular machine 800 programmed to carry out the described and illustrated functions in the
manner described. In alternative embodiments, the machine 800 operates as a standalone
device or may be coupled (e.g., networked) to other machines. In a networked deployment, the
machine 800 may operate in the capacity of a server machine or a client machine in a server-
client network environment, or as a peer machine in a peer-to-peer (or distributed) network
environment. The machine 800 may comprise, but not be limited to, a server computer, a client
computer, a personal computer (PC), a tablet computer, a laptop computer, a netbook, a set-top
box (STB), a personal digital assistant (PDA), an entertainment media system, a cellular
telephone, a smart phone, a mobile device, a wearable device (e.g., a smart watch), a smart
home device (e.g., a smart appliance), other smart devices, a web appliance, a network router,
a network switch, a network bridge, or any machine capable of executing the Instructions 802,

sequentially or otherwise, that specify actions to be taken by the machine 800. Further, while
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only a single machine 800 is illustrated, the term “machine” shall also be taken to include a
collection of machines 800 that individually or jointly execute the Instructions 802 to perform
any one or more of the methodologies discussed herein.

[00126] Examples of computing device 800 can include logic, one or more components,
circuits (e.g., modules), or mechanisms. Circuits are tangible entities configured to perform
cerlain operations. In an example, circuits can be arranged (e.g., internally or with respect Lo
external entities such as other circuits) in a specified manner. In an example, one or more
computer systems (e.g., a standalone, client or server computer system) or one or more
hardware processors (processors) can be configured by software (e.g., instructions, an
application portion, or an application) as a circuit that operates to perform certain operations
as described herein. In an example, the software can reside (1) on a non-transitory machine
readable medium or (2) in a transmission signal. In an example, the software, when executed
by the underlying hardware of the circuit, causes the circuit to perform the certain operations.
[00127] In an example, a circuit can be implemented mechanically or electronically. For
example, a circuit can comprise dedicated circuitry or logic that is specifically configured to
perform one or more techniques such as discussed above, such as including a special-purpose
processor, a field programmable gate array (FPGA) or an application-specific integrated circuit
(ASIC). In an example, a circuit can comprise programmable logic (e.g., circuitry, as
encompassed within a general-purpose processor or other programmable processor) that can
be temporarily configured (e.g., by software) to perform the certain operations. It will be
appreciated that the decision to implement a circuit mechanically (e.g., in dedicated and
permanently configured circuitry), or in temporarily configured circuitry (e.g., configured by
software) can be driven by cost and time considerations.

[00128] Accordingly, the term “circuit™ is understood to encompass a tangible entity, be
that an entity that is physically constructed, permanently configured (e.g., hardwired), or
temporarily (e.g., transitorily) configured (e.g., programmed) to operate in a specified manner
or to perform specified operations. In an example, given a plurality of temporarily configured
circuits, each of the circuits need not be configured or instantiated at any one instance in time.
For example, where the circuits comprise a general-purpose processor configured via software,
the general-purpose processor can be configured as respective different circuits at different
times. Software can accordingly configure a processor, for example, to constitute a particular

circuit at one instance of time and to constitute a different circuit at a different instance of time.
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[00129] In an example, circuits can provide information to, and receive information
from, other circuits. In this example, the circuits can be regarded as being communicatively
coupled to one or more other circuits. Where multiple of such circuits exist contemporaneously,
communications can be achieved through signal transmission (e.g., over appropriate circuits
and buses) that connect the circuits. In embodiments in which multiple circuits are configured
or instantiated at dilferent times, communications between such circuits can be achieved, for
example, through the storage and retrieval of information in memory structures to which the
multiple circuits have access. For example, one circuit can perform an operation and store the
output of that operation in a memory device to which it is communicatively coupled. A further
circuit can then, at a later time, access the memory device to retrieve and process the stored
output. In an example, circuits can be configured to initiate or receive communications with
input or output devices and can operate on a resource (e.g., a collection of information).
[00130] The various operations of method examples described herein can be performed,
at least partially, by one or more processors that are temporarily configured (e.g., by software)
or permanently configured to perform the relevant operations. Whether temporarily or
permanently configured, such processors can constitute processor-implemented circuits that
operate to perform one or more operations or functions. In an example, the circuits referred to
herein can comprise processor-implemented circuits.

[00131] Similarly, the methods described herein can be at least partially processor
implemented. For example, at least some of the operations of a method can be performed by
one or processors or processor-implemented circuits. The performance of certain of the
operations can be distributed among the one or more processors, not only residing within a
single machine, but deployed across a number of machines. In an example, the processor or
processors can be located in a single location (e.g., within a home environment, an office
environment or as a server farm), while in other examples the processors can be distributed
across a number of locations.

[00132] The one or more processors can also operate to support performance of the
relevant operations in a "cloud computing"” environment or as a "software as a service.”
[00133] (SaaS). For example, at least some of the operations can be performed by a
group of computers (as examples of machines including processors), with these operations
being accessible via a network (e.g., the Internet) and via one or more appropriate interfaces

(e.g., Application Program Interfaces (APIs).)
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[00134] Example embodiments (e.g., apparatus, systems, or methods) can be
implemented in digital electronic circuitry, in computer hardware, in firmware, in software, or
in any combination thereof. Example embodiments can be implemented using a computer
program product (e.g., a computer program, tangibly embodied in an information carrier or in
a machine-readable medium, for execution by, or to control the operation of, data processing
apparatus such as a programmable processor, a computer, or multiple computers).

[00135] A computer program can be written in any form of programming language,
including compiled or interpreted languages, and it can be deployed in any form, including as
a stand-alone program or as a software module, subroutine, or other unit suitable for use in a
computing environment. A computer program can be deployed to be executed on one computer
or on multiple computers at one site or distributed across multiple sites and interconnected by
a communication network.

[00136] In an example, operations can be performed by one or more programmable
processors executing a computer program to perform functions by operating on input data and
generating output. Examples of method operations can also be performed by, and example
apparatus can be implemented as, special purpose logic circuitry (e.g., a field programmable
gate array (FPGA) or an application-specific integrated circuit (ASIC)).

[00137] The computing system can include clients and servers. A client and server are
generally remote from each other and generally interact through a communication network.
The relationship of client and server arises by virtue of computer programs running on the
respective computers and having a client-server relationship to each other. In embodiments
deploying a programmable computing system, it will be appreciated that both hardware and
software architectures require consideration. Specifically, it will be appreciated that the choice
of whether to implement certain functionality in permanently configured hardware (e.g., an
ASIC), in temporarily configured hardware (e.g., a combination of software and a
programmable processor), or a combination of permanently and temporarily configured
hardware can be a design choice. Below are set out hardware (e.g., computing device 800) and
software architectures that can be deployed in example embodiments.

[00138] In an example, the computing device 800 can operate as a standalone device or
the computing device 800 can be connected (e.g., networked) to other machines.

[00139] In a networked deployment, the computing device 800 can operate in the
capacity of either a server or a client machine in server-client network environments. In an

example, computing device 800 can act as a peer machine in peer-to-peer (or other distributed)
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network environments. The computing device 800 can be a personal computer (PC), a tablet
PC, a set-top box (STB), a Personal Digital Assistant (PDA), a mobile telephone, a web
appliance, a network router, switch or bridge, or any machine capable of executing instructions
(sequential or otherwise) specifying actions to be taken (e.g., performed) by the computing
device 800. Further, while only a single computing device 800 is illustrated, the term
“compuling device” shall also be taken to include any collection ol machines that individually
or jointly execute a set (or multiple sets) of instructions to perform any one or more of the
methodologies discussed herein.

[00140] Example computing device 800 can include a processor 804 (e.g., a central
processing unit CPU), a graphics processing unit (GPU) or both), a main memory 806 and a
static memory 808, some or all of which can communicate with each other via a bus 810. The
computing device 800 can further include a display unit 812, an alphanumeric input device 814
(e.g., a keyboard), and a user interface (UI) navigation device 816 (e.g., a mouse). In an
example, the display unit 812, input device 814 and UI navigation device 816 can be a touch
screen display. The computing device 800 can additionally include a storage device (e.g., drive
unit) 818, a signal generation device 820 (e.g., a speaker), a network interface device 822, and
one or more sensors 824, such as a global positioning system (GPS) sensor, compass,
accelerometer, or another sensor.

[00141] The storage device 818 can include a machine readable medium 826 on which
is stored one or more sets of data structures or Instructions 802 (e.g., software) embodying or
utilized by any one or more of the methodologies or functions described herein. The
Instructions 802 can also reside, completely or at least partially, within the main memory 806,
within static memory 808, or within the processor 804 during execution thereof by the
computing device 800. In an example, one or any combination of the processor 804, the main
memory 806, the static memory 808, or the storage device 818 can constitute machine readable
media.

[00142] While the machine readable medium 826 is illustrated as a single medium, the
term "machine readable medium" can include a single medium or multiple media (e.g., a
centralized or distributed database, and/or associated caches and servers) that configured to
store the one or more Instructions 802. The term “machine readable medium” can also be taken
to include any tangible medium that is capable of storing, encoding, or carrying instructions
for execution by the machine and that cause the machine to perform any one or more of the

methodologies of the present disclosure or that is capable of storing, encoding or carrying data
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structures utilized by or associated with such instructions. The term “machine readable
medium” can accordingly be taken to include, but not be limited to, solid-state memories, and
optical and magnetic media. Specific examples of machine-readable media can include non-
volatile memory, including, by way of example, semiconductor memory devices (e.g.,
Electrically Programmable Read-Only Memory

[00143] (EPROM), Electrically Erasable Programmable Read-Only Memory
(EEPROM)) and flash memory devices; magnetic disks such as internal hard disks and
removable disks; magneto-optical disks; and CD-ROM and DVD-ROM disks.

[00144] The instructions 802 can further be transmitted or received over a
communications network 828 using a transmission medium via the network interface device
822 utilizing any one of a number of transfer protocols (e.g., frame relay, IP, TCP, UDP, HTTP,
etc.). Example communication networks can include a local area network (LAN), a wide area
network (WAN), a packet data network (e.g., the Internet), mobile telephone networks (e.g.,
cellular networks), Plain Old Telephone (POTS) networks, and wireless data networks (e.g.,
IEEE 802.11 standards family known as Wi-Fi®, IEEE 802.16 standards family known as
WiMax®), peer-to-peer (P2P) networks, among others. The term *“transmission medium” shall
be taken to include any intangible medium that is capable of storing, encoding or carrying
instructions for execution by the machine, and includes digital or analog communications
signals or other intangible medium to facilitate communication of such software.

[00145] In view of the above-described implementations of subject matter this
application discloses the following list of examples, wherein one feature of an example in
isolation or more than one feature of an example, taken in combination and, optionally, in
combination with one or more features of one or more further examples are further examples
also falling within the disclosure of this application.

[00146] Example 1 is a method comprising: obtaining, by a computing system including
one or more computing devices having one or more processors and memory, amino acid
sequences of at least one of antibodies or antibody segments, the at least one of antibodies or
antibody segments being produced by one or more non-human mammals, wherein at least a
portion of the individual amino acid sequences correspond to an antibody functional region;
modifying, by the computing system, the amino acid sequences based on one or more template
amino acid sequences to generate humanized amino acid sequences, individual template amino
acid sequences of the one or more template amino acid sequences corresponding to a germline

sequence corresponding to at least a segment of an antibody produced by a human; generating,
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by the computing system, training data that includes the humanized amino acid sequences;
performing, by the computing system and using the training data, a training process for a
generative machine learning architecture to produce a machine learning model that generates
amino acid sequences that correspond to humanized antibody fragments; generating, by the
computing system and using the machine learning model, a plurality of amino acid sequences;
producing, by the computing system and for individual amino acid sequences of the plurality
of amino acid sequences, a plurality of fragments of the individual amino acid sequences; and
assembling, by the computing system, the plurality of fragments to generate reconstructed
amino acid sequences, at least a portion of the reconstructed amino acid sequences being
difterent from the plurality of amino acid sequences.

[00147] In Example 2, the subject matter of example 1, includes: determining, by the
computing system, a first portion of the plurality of fragments; producing, by the computing
system, a first fragment pool that includes the first portion of the plurality of fragments;
determining, by the computing system, a second portion of the plurality of fragments that is
different from the first portion of the plurality of fragments; and producing, by the computing
system, a second fragment pool that includes the second portion of the plurality of fragments.
[00148] In Example 3, the subject matter of example 2, includes the first portion of the
plurality of fragments including a first complementarity determining region (CDR) and the
second portion of the plurality of fragments including a second CDR.

[00149] In Example 4, the subject matter of example 3, includes the first portion of the
plurality of fragments including at least a portion of a first framework region and the second
portion of the plurality of fragments including at least a portion of a second framework region.
[00150] In Example 5, the subject matter of example 4, includes the first CDR
corresponding to a first additional CDR of a camelid antibody and the second CDR
corresponding to a second additional CDR of the camelid antibody.

[00151] In Example 6, the subject matter of example 5, includes the camelid antibody
including a single-domain camelid antibody.

[00152] In Example 7, the subject matter of example 5, includes the first framework
region including first amino acids that corresponds to a sequence of the camelid antibody
framework region and second amino acids that correspond to a human germline framework
region.

[00153] In Example 8, the subject matter of example 5, includes: the first portion of the

plurality of fragments including the first framework region and a portion of the second

55



WO 2024/076641 PCT/US2023/034477

framework region; the second portion of the plurality of fragments include the second
framework region and a portion of a third framework region; and the portion of the second
framework region included in the portion of the plurality of fragments overlaps with a
subsection of the second framework region of the second portion of the plurality of fragments.
[00154] In Example 9, the subject matter of example 3, includes the reconstructed amino
acid sequences being assembled using a [irst sequence [rom the first pool and a second
sequence from the second pool, the first sequence and the second sequence of individual
reconstructed amino acid sequences being different from the original plurality of amino acid
sequences.

[00155] In Example 10, the subject matter of any one of examples 1-9, includes:
determining, by the computing system, that an amino acid sequence includes a first cysteine
amino acid at a first position of the amino acid sequence, the first cysteine amino acid being
unpaired with another cysteine amino acid; and modifying, by the computing system, a non-
cysteine amino acid located at a second position of the amino acid sequence to become a second
cysteine amino acid such that the first cysteine amino acid is paired with the second amino acid
in a humanized amino acid sequence.

[00156] In Example 11, the subject matter of any one of examples 1-10, includes the
training process being a first training process and the humanized amino acid sequences
corresponding to at least one of antibodies or antibody segments having a first set of structural
features and a first set of biophysical properties, the first set of structural features including a
structural feature corresponding to one or more first quantitative measures and the first set of
biophysical properties including a biophysical property corresponding to one or more first
additional quantitative measures.

[00157] In Example 12, the subject matter of example 11, includes: producing, by the
computing system, additional training data including additional amino acid sequences that
correspond to at least one of additional antibodies or additional antibody segments having a
second set of structural features and a second set of biophysical properties, wherein: the
structural feature corresponds to one or more second quantitative measures in the second set of
structural features; the biophysical property corresponds to one or more second additional
quantitative measures in the second set of biophysical properties; at least a portion of the second
quantitative measures are different from at least a portion of the first quantitative measures;
and at least a portion of the second additional quantitative measures are different from at least

a portion of the first additional quantitative measures.
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[00158] In Example 13, the subject matter of example 12, includes: performing, by the
computing system, a second training process using the additional training data to generate a
modified version of the machine learning model, wherein the modified version of the machine
learning model generates further humanized amino acid sequences that correspond to at least
one of antibodies or antibody segments having the one or more second quantitative measures
for the structural property and the one or more second additional quantitative measures [or the
biophysical property; producing, by the computing system, a plurality of additional fragments
for individual further amino acid sequences; and assembling, by the computing system, the
plurality of additional fragments to generate additional reconstructed amino acid sequences.

[00159] Example 14 is a computing system comprising: one or more hardware
processors; and one or more non-transitory computer readable media storing computer-
executable instructions that, when executed by the one or more hardware processors, cause the
one or more processor to perform operations comprising: obtaining amino acid sequences of at
least one of antibodies or antibody segments, the at least one of antibodies or antibody segments
being produced by one or more non-human mammals, wherein at least a portion of the
individual amino acid sequences correspond to an antibody functional region; modifying the
amino acid sequences based on one or more template amino acid sequences to generate
humanized amino acid sequences, individual template amino acid sequences of the one or more
template amino acid sequences corresponding to a germline sequence corresponding to at least
a segment of an antibody produced by a human; generating training data that includes the
humanized amino acid sequences; performing, using the training data, a training process for a
generative machine learning architecture to produce a machine learning model that generates
amino acid sequences that correspond to humanized antibody fragments; generating, using the
machine learning model, a plurality of amino acid sequences; producing, for individual amino
acid sequences of the plurality of amino acid sequences, a plurality of fragments of the
individual amino acid sequences; and assembling, by the computing system, the plurality of
fragments to generate reconstructed amino acid sequences, at least a portion of the
reconstructed amino acid sequences being different from the plurality of amino acid sequences.
[00160] In Example 15, the subject matter of example 14, includes the one or more non-
transitory computer readable media storing additional computer-executable instructions that,
when executed by the one or more hardware processors, cause the one or more processor to
perform additional operations comprising: determining a first portion of the plurality of

fragments; producing a first fragment pool that includes the first portion of the plurality of

57



WO 2024/076641 PCT/US2023/034477

fragments; determining a second portion of the plurality of fragments that is different from the
first portion of the plurality of fragments; and producing a second fragment pool that includes
the second portion of the plurality of fragments.

[00161] In Example 16, the subject matter of example 15, includes the first portion of
the plurality of fragments including a first complementarity determining region (CDR) and the
second portion of the plurality of {ragments include a second CDR.

[00162] In Example 17, the subject matter of example 16, includes the first portion of
the plurality of fragments including at least a portion of a first framework region and the second
portion of the plurality of fragments include at least a portion of a second framework region.
[00163] In Example 18, the subject matter of example 17, includes the first CDR
corresponding to a first additional CDR of a camelid antibody and the second CDR corresponds
to a second additional CDR of the camelid antibody.

[00164] In Example 19, the subject matter of example 18, includes the camelid antibody
including a single-domain camelid antibody.

[00165] In Example 20, the subject matter of example 17, includes the first framework
region including first amino acids that corresponds to a sequence of the camelid antibody
framework region and second amino acids that correspond to a human germline framework
region.

[00166] In Example 21, the subject matter of example 17, includes: the first portion of
the plurality of fragments including the first framework region and a portion of the second
framework region; the second portion of the plurality of fragments including the second
framework region and a portion of a third framework region; and the portion of the second
framework region included in the portion of the plurality of fragments overlaps with a
subsection of the second framework region of the second portion of the plurality of fragments.
[00167] In Example 22, the subject matter of example 16, includes the reconstructed
amino acid sequences being assembled using a first sequence from the first pool and a second
sequence from the second pool, the first sequence and the second sequence of individual
reconstructed amino acid sequences being different from the original plurality of amino acid
sequences.

[00168] In Example 23, the subject matter of any one of examples 14-22, includes the
one or more non-transitory computer readable media storing additional computer-executable
instructions that, when executed by the one or more hardware processors, cause the one or more

processor to perform additional operations comprising: determining that an amino acid
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sequence includes a first cysteine amino acid at a first position of the amino acid sequence, the
first cysteine amino acid being unpaired with another cysteine amino acid; and modifying a
non-cysteine amino acid located at a second position of the amino acid sequence to become a
second cysteine amino acid such that the first cysteine amino acid is paired with the second
amino acid in a humanized amino acid sequence.

[00169] In Example 24, the subject matter of any one of examples 14-23, includes the
training process being a first training process and the humanized amino acid sequences
correspond to at least one of antibodies or antibody segments having a first set of structural
features and a first set of biophysical properties, the first set of structural features including a
structural feature corresponding to one or more first quantitative measures and the first set of
biophysical properties including a biophysical property corresponding to one or more first
additional quantitative measures.

[00170] In Example 25, the subject matter of example 24, includes the one or more non-
transitory computer readable media storing additional computer-executable instructions that,
when executed by the one or more hardware processors, cause the one or more processor to
perform additional operations comprising: producing additional training data including
additional amino acid sequences that correspond to at least one of additional antibodies or
additional antibody segments having a second set of structural features and a second set of
biophysical properties, wherein: the structural feature corresponds to one or more second
quantitative measures in the second set of structural features; the biophysical property
corresponds to one or more second additional quantitative measures in the second set of
biophysical properties; at least a portion of the second quantitative measures are different from
at least a portion of the first quantitative measures; and at least a portion of the second
additional quantitative measures are different from at least a portion of the first additional
guantitative measures.

[00171] In Example 26, the subject matter of example 25, includes the one or more non-
transitory computer readable media storing additional computer-executable instructions that,
when executed by the one or more hardware processors, cause the one or more processor to
perform additional operations comprising: performing a second training process using the
additional training data to generate a modified version of the machine learning model, wherein
the modified version of the machine learning model generates further humanized amino acid
sequences that correspond to at least one of antibodies or antibody segments having the one or

more second quantitative measures for the structural property and the one or more second
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additional quantitative measures for the biophysical property; producing a plurality of
additional fragments for individual further amino acid sequences; and assembling the plurality
of additional fragments to generate additional reconstructed amino acid sequences.

[00172] Example 27 is a computing system comprising: one or more hardware
processors; and one or more non-transitory computer readable media storing computer-
executable instructions that, when executed by the one or more hardware processors, cause the
one or more processor to perform operations comprising: generating, using one or more models
of one or more generating components of a generative adversarial network, a plurality of amino
acid sequences, the plurality of amino acid sequences corresponding to amino acid sequences
of at least one of antibodies or antibody segments; producing a plurality of fragments of
individual amino acid sequences of the plurality of amino acid sequences by dividing individual
amino acid sequences into a number of sections; and assembling the plurality of fragments to
generate reconstructed amino acid sequences, at least a portion of the reconstructed amino acid
sequences being different from the plurality of amino acid sequences, individual reconstructed
amino acid sequences corresponding to at least one of antibodies or antibody segments.
[00173] In Example 28. The computing system of claim 27, includes the one or more
non-transitory computer readable media storing additional computer-executable instructions
that, when executed by the one or more hardware processors, cause the one or more processor
to perform additional operations comprising: obtaining additional amino acid sequences of at
least one of antibodies or antibody segments, the at least one of antibodies or antibody segments
being produced by one or more non-human mammals, wherein at least a portion of the
individual amino acid sequences correspond to an antibody functional region; and modifying
the additional amino acid sequences based on one or more template amino acid sequences to
generate humanized amino acid sequences, individual template amino acid sequences of the
one or more template amino acid sequences corresponding to a germline sequence
corresponding to at least a segment of an antibody produced by a human; generating training
data that includes the humanized amino acid sequences; and performing, using the training
data, a training process for the generative adversarial network to produce the one or more
models of the one or more generating components of the generative adversarial network.
[00174] In Example 29, the subject matter of example 27, includes the one or more non-
transitory computer readable media storing additional computer-executable instructions that,
when executed by the one or more hardware processors, cause the one or more processor to

perform additional operations comprising: generating training data for the generative
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adversarial network, the training data including amino acid sequences of at least one of
antibodies or antibody segments produced by one or more non-human mammals; and
performing, using the training data, a training process for the generative adversarial network to
produce the one or more models of the one or more generating components of the generative
adversarial network.

[00175] In Example 30, the subject matter of example 29, includes the one or more non-
transitory computer readable media storing additional computer-executable instructions that,
when executed by the one or more hardware processors, cause the one or more processor to
perform additional operations comprising: modifying positions of the reconstructed amino acid
sequences based on one or more template amino acid sequences to generate humanized amino
acid sequences, individual template amino acid sequences of the one or more template amino
acid sequences corresponding to a germline sequence corresponding to at least one of an
antibody or antibody segment produced by a human.

[00176] In Example 31, the subject matter of any one of examples 27-30, includes the
one or more non-transitory computer readable media storing additional computer-executable
instructions that, when executed by the one or more hardware processors, cause the one or more
processor to perform additional operations comprising: providing a reconstructed amino acid
sequence to an encoding component of an autoencoder; generating, using the encoding
component, a sequence seed that corresponds to the reconstructed amino acid sequence;
providing the sequence seed to the generative adversarial network; and generating, using the
generative machine learning model and based on the sequence seed, a further amino acid
sequence.

[00177] In Example 32, the subject matter of example 31, includes the one or more non-
transitory computer readable media storing additional computer-executable instructions that,
when executed by the one or more hardware processors, cause the one or more processor (o
perform additional operations comprising: analyzing the further amino acid sequence in
relation training amino acid sequences used to train the generative adversarial network to
determine a measure of similarity between the further amino acid sequence and the training
amino acid sequences; and determining that the measure of similarity is at least a minimum
measure of similarity, the minimum measure of similarity indicating a threshold for identitying
candidate amino acid sequences to include in a library of amino acid sequences.

[00178] Example 33 is a method comprising: generating, by a computing system

including one or more computing devices having one or more processors and memory and
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using one or more models of one or more generating components of a generative adversarial
network, a plurality of amino acid sequences, the plurality of amino acid sequences
corresponding to amino acid sequences of at least one of antibodies or antibody segments;
producing, by the computing system, a plurality of fragments of individual amino acid
sequences of the plurality of amino acid sequences by dividing individual amino acid sequences
into a number of sections; and assembling, by the computing system, the plurality of fragments
to generate reconstructed amino acid sequences, at least a portion of the reconstructed amino
acid sequences being different from the plurality of amino acid sequences, individual
reconstructed amino acid sequences corresponding to at least one of antibodies or antibody
segments.

[00179] In Example 34, the subject matter of example 33, comprises: obtaining, by the
computing system, additional amino acid sequences of at least one of antibodies or antibody
segments, the at least one of antibodies or antibody segments being produced by one or more
non-human mammals, wherein at least a portion of the individual amino acid sequences
correspond to an antibody functional region; and modifying, by the computing system, the
additional amino acid sequences based on one or more template amino acid sequences to
generate humanized amino acid sequences, individual template amino acid sequences of the
one or more template amino acid sequences corresponding to a germline sequence
corresponding to at least a segment of an antibody produced by a human; generating, by the
computing system, training data that includes the humanized amino acid sequences; and
performing, by the computing system and using the training data, a training process for the
generative adversarial network to produce the one or more models of the one or more
generating components of the generative adversarial network.

[00180] In Example 35, the subject matter of example 33, comprises: generating, by the
computing system, training data for the generative adversarial network, the training data
including amino acid sequences of at least one of antibodies or antibody segments produced by
one or more non-human mammals; and performing, by the computing system and using the
training data, a training process for the generative adversarial network to produce the one or
more models of the one or more generating components of the generative adversarial network.
[00181] In Example 36, the subject matter of example 35, comprises: modifying, by the
computing system, positions of the reconstructed amino acid sequences based on one or more
template amino acid sequences to generate humanized amino acid sequences, individual

template amino acid sequences of the one or more template amino acid sequences
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corresponding to a germline sequence corresponding to at least one of an antibody or antibody
segment produced by a human.

[00182] In Example 37, the subject matter of any one of examples 33-36, comprises:
providing, by the computing system, a reconstructed amino acid sequence to an encoding
component of an autoencoder; generating, by the computing system and using the encoding
component, a sequence seed that corresponds to the reconstructed amino acid sequence;
providing, by the computing system, the sequence seed to the generative adversarial network;
and generating, by the computing system and using the generative machine learning model and
based on the sequence seed, a further amino acid sequence.

[00183] In Example 38, the subject matter of example 37, comprises: analyzing, by the
computing system, the further amino acid sequence in relation training amino acid sequences
used to train the generative adversarial network to determine a measure of similarity between
the further amino acid sequence and the training amino acid sequences; and determining, by
the computing system, that the measure of similarity is at least a minimum measure of
similarity, the minimum measure of similarity indicating a threshold for identifying candidate

amino acid sequences to include in a library of amino acid sequences.

Examples

[00184] Antibody sequences and antibody fragment sequences were generated
according to the techniques described herein. Additionally, antibodies and antibody fragments
corresponding to the in-silico sequences were synthesized in a manner similar to that described
herein, as well as the use of library construction techniques described in Loomis et al., Al-
based antibody discovery platform identifies novel, diverse and pharmacologically active
therapeutic antibodies against multiple SARS-CoV-2 strains. bioRxiv 2023.08.21.554197; doi:
https://doi.org/10.1101/2023.08.21.554197.

[00185] Training of generative adversarial networks was performed using at least
400,000 antibody sequences per chain obtained from the Observed Antibody Space (OAS)
database. Humanization was performed according to implementations described herein.
Antibody sequences were synthesized using M13 bacteriophage and, in some cases, included
5 HV, 4 KV and 1 LV germlines. Humanized VHHs were displayed on S. cerevisiae and, in
some cases, with 2 germlines, 2 disulfide and 2 FW variations.

[00186] The synthesized antibody sequence and antibody sequence fragments were

evaluated according to a number of analytical tests. Biochemical characterization samples were
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prepared. Where applicable, differential scanning fluorimetry was performed according to
UniProt Consortium. 2019. UniProt: a worldwide hub of protein knowledge. Nucleic Acids
Res 47:D506-D515. Where applicable, low pH stability was determined according to Roberts
CJ, Das TK, Sahin E. 2011. Predicting solution aggregation rates for therapeutic proteins:
approaches and challenges. Int J Pharm 418:318-333. Additionally, where applicable chemical
unfolding was performed with some modifications according to Klein F, Diskin R, Scheid JF,
Gaebler C, Mouquet H, Georgiev IS, Pancera M, Zhou T, Incesu RB, Fu BZ, Gnanapragasam
PNP, Oliveira TY, Seaman MS, Kwong PD, Bjorkman PJ, Nussenzweig MC. 2013. Somatic
mutations of the immunoglobulin framework are generally required for broad and potent HIV-
1 neutralization. Cell 153:126-138. Further, where applicable, relative solubility was assessed
according to UniProt Consortium. 2019. UniProt: a worldwide hub of protein knowledge.
Nucleic Acids Res 47:D506-D515. Where applicable, self-interaction nanoparticle
spectroscopy (SINS) was performed according to Amaya M, Cheng H, Borisevich V,
Navaratnarajah CK, Cattaneco R, Cooper L, Moore TW, Gaisina IN, Geisbert TW, Rong L,
Broder CC. 2021. A recombinant Cedar virus based high-throughput screening assay for
henipavirus antiviral discovery. Antiviral Res 193:105084.

[00187] Example results of binding affinity and efficacy data are shown in Figures 9 and
10. In Figure 9, an HcAb binding assessment is shown. Flow cytometry (FACS)-isolated yeast
VHH were converted to three HcAb formats and clonally expressed in mammalian transient
system. The three HcAb formats were VHH-Fc, Fc-G4S-VHH, and Fc-(G4S)2-VHH. Location
of VHH fusion with respect to the Fc impacted target in an AlphalLISA was determined.
Suitable targets (dashed boxes) for an in vitro activity assay were identified. The active VHH
candidates will be combined with IgG that are specific to another bacterial target to generate
bispecifics.

[00188] In Figure 10, luciferase activity in cells was measured 24 hour post viral
infection for two antibody sequences generated according to implementations described herein
and synthesized according to techniques described herein. Both experimental antibodies were
functional against the virus and one of the antibodies showed a therapeutic response similar to
a clinical control antibody used to treat the viral infection. Example luciferase assay systems

can include Promega; catalog number E1500.
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CLAIMS

‘What is claimed is:

. A method comprising:

obtaining, by a computing system including one or more computing devices having one
or more processors and memory, amino acid sequences of at least one of antibodies or antibody
segments, the at least one of antibodies or antibody segments being produced by one or more
non-human mammals, wherein at least a portion of individual amino acid sequences correspond
to an antibody functional region;

modifying, by the computing system, the amino acid sequences based on one or more
template amino acid sequences to generate humanized amino acid sequences, individual
template amino acid sequences of the one or more template amino acid sequences
corresponding to a germline sequence corresponding to at least a segment of an antibody
produced by a human;

generating, by the computing system, training data that includes the humanized amino
acid sequences;

performing, by the computing system and using the training data, a training process for
a generative machine learning architecture to produce a machine learning model that generates
amino acid sequences that correspond to humanized antibody fragments;

generating, by the computing system and using the machine learning model, a plurality
of amino acid sequences;

producing, by the computing system and for individual amino acid sequences of the
plurality of amino acid sequences, a plurality of fragments of the individual amino acid
sequences; and

assembling, by the computing system, the plurality of fragments to generate
reconstructed amino acid sequences, at least a portion of the reconstructed amino acid

sequences being different from the plurality of amino acid sequences.

2. The method of claim 1, comprising:
determining, by the computing system, a first portion of the plurality of fragments;
producing, by the computing system, a first fragment pool that includes the first portion

of the plurality of fragments;
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determining, by the computing system, a second portion of the plurality of fragments
that is different from the first portion of the plurality of fragments; and
producing, by the computing system, a second fragment pool that includes the second

portion of the plurality of fragments.

3. The method of claim 2, wherein the [irst portion of the plurality of fragments include
a first complementarity determining region (CDR) and the second portion of the plurality of

fragments include a second CDR.

4. The method of claim 3, wherein the first portion of the plurality of fragments include
atleasta portion of a first framework region and the second portion of the plurality of fragments

include at least a portion of a second framework region.

5. The method of claim 4, wherein the first CDR corresponds to a first additional CDR
of a camelid antibody and the second CDR corresponds to a second additional CDR of the

camelid antibody.

6. The method of claim 5, wherein the camelid antibody includes a single-domain

camelid antibody.

7. The method of claim 5, wherein the first framework region includes first amino acids
that corresponds to a sequence of a camelid antibody framework region and second amino acids

that correspond to a human germline framework region.

8. The method of claim 5, wherein:

the first portion of the plurality of fragments include the first framework region and a
portion of the second framework region;

the second portion of the plurality of fragments include the second framework region
and a portion of a third framework region; and

the portion of the second framework region included in the portion of the plurality of
fragments overlaps with a subsection of the second framework region of the second portion of

the plurality of fragments.
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9. The method of claim 3, wherein the reconstructed amino acid sequences are
assembled using a first sequence from a first pool and a second sequence from a second pool,
the first sequence and the second sequence comprising individual reconstructed amino acid

sequences that are different from the amino acid sequences.

10. The method of claim 1, comprising:

determining, by the computing system, that an amino acid sequence includes a first
cysteine amino acid at a first position of the amino acid sequence, the first cysteine amino acid
being unpaired with another cysteine amino acid; and

modifying, by the computing system, a non-cysteine amino acid located at a second
position of the amino acid sequence to become a second cysteine amino acid such that the first
cysteine amino acid is paired with the second cysteine amino acid in a humanized amino acid

sequence.

11. The method of claim 1, wherein the training process is a first training process and
the humanized amino acid sequences correspond to at least one of antibodies or antibody
segments having a first set of structural features and a first set of biophysical properties, the
first set of structural features including a structural feature corresponding to one or more first
quantitative measures and the first set of biophysical properties including a biophysical

property corresponding to one or more first additional quantitative measures.

12. The method of claim 11, comprising:
producing, by the computing system, additional training data including additional
amino acid sequences that correspond to at least one of additional antibodies or additional
antibody segments having a second set of structural features and a second set of biophysical
properties, wherein:
the structural feature corresponds to one or more second quantitative measures
in the second set of structural features;
the biophysical property corresponds to one or more second additional
quantitative measures in the second set of biophysical properties;
at least a portion of the one or more second quantitative measures are different

from at least a portion of the one or more first quantitative measures; and
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at least a portion of the one or more second additional quantitative measures are

different from at least a portion of the one or more first additional quantitative measures.

13. The method of claim 12, comprising:

performing, by the computing system, a second training process using the additional
training data to generate a modified version of the machine learning model, wherein the
modified version of the machine learning model generates further humanized amino acid
sequences that correspond to at least one of antibodies or antibody segments having the one or
more second quantitative measures for the structural feature and the one or more second
additional quantitative measures for the biophysical property;

producing, by the computing system, a plurality of additional fragments for individual
further amino acid sequences; and

assembling, by the computing system, the plurality of additional fragments to generate

additional reconstructed amino acid sequences.

14. The method of claim 1, comprising:
synthesizing a physical antibody or physical antibody fragment that corresponds to a

reconstructed amino acid sequence of the reconstructed amino acid sequences.

15. The method of claim 14, comprising:
providing the physical antibody or the physical antibody fragment as a treatment for a

disease.

16. A computing system comprising:

one or more hardware processors; and

one or more non-transitory computer readable media storing computer-executable
instructions that, when executed by the one or more hardware processors, cause the one or more
processors to perform operations comprising:

generating, using one or more models of one or more generating components of a
generative adversarial network, a plurality of amino acid sequences, the plurality of amino acid
sequences corresponding to amino acid sequences of at least one of antibodies or antibody

segments;
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producing a plurality of fragments of individual amino acid sequences of the plurality
of amino acid sequences by dividing individual amino acid sequences into a number of
sections; and

assembling the plurality of fragments to generate reconstructed amino acid sequences,
at least a portion of the reconstructed amino acid sequences being different from the plurality
of amino acid sequences, individual reconstructed amino acid sequences corresponding (o al

least one of antibodies or antibody segments.

17. The computing system of claim 16, wherein the one or more non-transitory
computer readable media store additional computer-executable instructions that, when
executed by the one or more hardware processors, cause the one or more hardware processors
to perform additional operations comprising:

obtaining additional amino acid sequences of at least one of antibodies or antibody
segments, the at least one of antibodies or antibody segments being produced by one or more
non-human mammals, wherein at least a portion of the individual amino acid sequences
correspond to an antibody functional region; and

modifying the additional amino acid sequences based on one or more template amino
acid sequences to generate humanized amino acid sequences, individual template amino acid
sequences of the one or more template amino acid sequences corresponding to a germline
sequence corresponding to at least a segment of an antibody produced by a human;

generating training data that includes the humanized amino acid sequences; and

performing, using the training data, a training process for the generative adversarial
network to produce the one or more models of the one or more generating components of the

generative adversarial network.

18. The computing system of claim 16, wherein the one or more non-transitory
computer readable media store additional computer-executable instructions that, when
executed by the one or more hardware processors, cause the one or more hardware processors
to perform additional operations comprising:

generating training data for the generative adversarial network, the training data
including amino acid sequences of at least one of antibodies or antibody segments produced by

one or more non-human mammals; and
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performing, using the training data, a training process for the generative adversarial
network to produce the one or more models of the one or more generating components of the

generative adversarial network.

19. The computing system of claim 18, wherein the one or more non-transitory
computer readable media storing additional computer-executable instructions that, when
executed by the one or more hardware processors, cause the one or more hardware processors
to perform additional operations comprising:

modifying positions of the reconstructed amino acid sequences based on one or more
template amino acid sequences to generate humanized amino acid sequences, individual
template amino acid sequences of the one or more template amino acid sequences
corresponding to a germline sequence corresponding to at least one of an antibody or antibody

segment produced by a human.

20. The computing system of claim 16, wherein the one or more non-transitory
computer readable media storing additional computer-executable instructions that, when
executed by the one or more hardware processors, cause the one or more hardware processors
to perform additional operations comprising:

providing a reconstructed amino acid sequence to an encoding component of an
autoencoder;

generating, using the encoding component, a sequence seed that corresponds to the
reconstructed amino acid sequence;

providing the sequence seed to the generative adversarial network; and

generating, using the generative adversarial network and based on the sequence seed, a

further amino acid sequence.

21. The system of claim 20, wherein the one or more non-transitory computer readable
media storing additional computer-executable instructions that, when executed by the one or
more hardware processors, cause the one or more hardware processors to perform additional
operations comprising:

analyzing the further amino acid sequence in relation training amino acid sequences
used to train the generative adversarial network to determine a measure of similarity between

the further amino acid sequence and the training amino acid sequences; and
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determining that the measure of similarity is at least a minimum measure of similarity,
the minimum measure of similarity indicating a threshold for identifying candidate amino acid

sequences to include in a library of amino acid sequences.
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